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From the Editor’s Desk 

As spring approaches for most of us in the country, 

we are pleased to present the newest edition of JPI.  

The articles within these pages represent some of 

the best and brightest undergraduate minds within 

the field of psychology.  In this issue, you will find 

articles covering many relevant topics within psy-

chology today. 

 

Just as we indicated in the last issue, this is an ex-

citing time for JPI.  The last year and a half for JPI 

has seen a significant increase in submissions.  We 

have been working hard to respond to this increase 

and are excited about the possibilities for the jour-

nal.  In short, undergraduate research is alive and 

well in psychology!  Given this increase, we are 

faced with an ever increasing need for reviewers.  

If you are willing to serve in this role and/or know 

of someone who is, please contact Jennifer 

(jmbondsraacke@fhsu.edu),  John 

(jdraacke@fhsu.edu) or one of the Associate Edi-

tors at your earliest convenience! 

 

Lastly, we want to draw your attention to one of 

the unique features of JPI, The Elizabeth A. Dahl, 

Ph.D., Award for Excellence in Undergraduate Re-

search.  This award recognizes one article which is 

deemed to distinguish itself in undergraduate re-

search in each issue.  The award was created to 

celebrate the distinguished contributions of Dr. 

Dahl, who for 25 years as faculty member and chair 

of the Psychology Department at Creighton Univer-

sity, challenged, guided, and supported numerous 

undergraduate students in the design and execu-

tion of research, and the scholarly communication 

of results. 

 

To all readers, please know that we welcome com-

munication on suggestions for new ideas and look 

forward to working with each of you in the future.  

We close with hope that your spring is productive 

and that you all enjoy this time of year! 

 

Best regards, 

 

Jenn Bonds-Raacke and John Raacke 

Managing Editors 
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A New Explanation of Choice Blindness in Terms of Visual 
Short-Term Memory 

  
 

Heather B. Downs & Kenith V. Sobel * 
University of Central Arkansas 

 
 

Abstract—In the change blindness paradigm, participants’ external surroundings are changed and they 
typically fail to notice the change. Johansson, Hall, Sikstrom, and Olsson (2005) wondered if participants 
would notice changes to their internal states, specifically the choices they make. Participants viewed two 
images of faces presented simultaneously and indicated which they considered to be the more attractive. 
After the experimenter handed them the selected image, participants described the reasons for their 
selection. On some trials, the experimenter switched the images but most participants failed to notice the 
switch.  In fact, the participants even described the reasons for selecting the presented image even though 
it was the image judged to be less attractive. The authors called this effect choice blindness. We thought 
that participants might not be blind to their choices but instead the simultaneous presentation eliminated 
the need to load the images in visual short-term memory. With this in mind, we examined how the 
presentation method of the images would affect the likelihood of choice blindness, and found that more 
participants noticed the switch if images were presented sequentially than if they were presented 
simultaneously. This result supports an account of choice blindness in which participants do not notice 
switches when there is no memory trace to clash with the presented image. 
 

Keywords: choice blindness, short-term memory, attractiveness, change blindness  

 People make choices all the time, such as 

taking their eggs scrambled or over easy, wearing a 

jacket or a pullover, or walking rather than driving 

to class. It is reasonable to expect that after making 

a decision, people know why they made it and can 

describe the reasons. Nevertheless, a provocative 

paper by Johansson, Hall, Sikstrom, and Olsson 

(2005) suggested that when asked to justify their 

decisions, people often don’t know the reasons and 

merely fabricate a rationale. The current study was 

inspired by previous research examining a phe-

nomenon called change blindness (Johansson, Hall, 

& Sikstrom, 2008). In one well-known change 

blindness study (Simons & Levin, 1998), an experi-

menter acted as if lost and asked a passerby for 

directions. Just after the participant began provid-

ing directions, a pair of (seemingly rude) men car-

rying a door walked between the experimenter 

and the participant. While hidden from the partici-

pant by the door, one of the door carriers switched 

places with the man that had originally asked for 

directions. After the door carriers continued on 

their way, surprisingly few of the participants no-

ticed they were then talking to a completely differ-

ent person and most continued giving directions as 

if nothing was wrong. In this and other change 

blindness studies, some aspect of the participant’s 

environment changed. Johansson et al. (2005) 

wondered if they could change something internal 

to the participants: the very choices they make. In 

other words, can internally generated choices be 

changed without people noticing?  

 To interfere with a person’s choices, Johans-

son et al. (2005) developed a simple sleight of 

hand technique. In their study, the experimenter 

successively presented 15 pairs of faces to partici-

pants. For each pair, participants were asked to 

choose the face they considered to be the more 

attractive of the two. After the participants’ deci-

sion, the experimenters handed the selected image 
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 to the participants and asked them to describe why 

they had chosen it. On some trials, the experiment-

er switched the images so that the participants 

were given the image they had judged as less at-

tractive. Intriguingly, in only 26% of the switch 

trials did participants notice the change. For the 

other 74% of the switch trials, participants were 

happy to devise a reason why they chose the pre-

sented image, even though it was not the image 

they had originally chosen. Researchers coined the 

term choice blindness (CB) to denote the inability 

to notice a change in a choice, as indicated by the 

willingness to justify it (Johansson et al., 2005; Jo-

hansson, Hall, Sikstrom, Tarning, & Lind, 2006).  

 Although the willingness to mistakenly justi-

fy choices in switch trials is called choice blindness, 

this term is not intended to imply that participants 

are literally blind. Instead, just as for change blind-

ness, choice blindness is a lack of visual attention 

rather than visual perception. It is reasonable to 

wonder how participants could possibly select one 

of two faces without visually attending to them. 

Presumably, participants attend to the faces’ rela-

tive attractiveness rather than each face’s individu-

al attractiveness. After reading Johansson et al. 

(2005), we suspected that an alternative explana-

tion may be that participants never stored images 

in their visual short-term memory (VSTM). The 

concept of VSTM was initially proposed to explain 

the ability to notice differences between two imag-

es separated by a brief interval (Phillips & Badde-

ley, 1971); VSTM briefly stores the first image so it 

can be compared to the second image. In the CB 

paradigm, both images are simultaneously visible 

so participants have no need to store the images in 

VSTM. After participants make their selection and 

the experimenter hands them an image to examine, 

if there is no memory trace for comparison, partici-

pants will fail to notice any discrepancy between 

the image they selected and the image presented to 

them by the experimenter. With this hypothesis in 

mind, we wondered what would happen in the CB 

paradigm if participants were encouraged to store 

the two images in VSTM during the initial, decision

-making phase. With a memory trace for compari-

son would participants be more likely to notice the 

switch?  

 As a way to encourage memory storage, we 

looked to a study performed by Ihssen, Linden, and 

Shapiro (2010) showing sequential presentation of 

stimuli improves retention in VSTM. A common 

method for measuring the capacity of VSTM is the 

change-detection method, in which a stimulus ar-

ray is presented briefly, then after a short interval 

a test array appears in which some of the stimuli 

are different. Vogel, Woodman, and Luck (2006) 

found participants to require around 50 msec per 

item to successfully encode and consolidate items 

into VSTM. In addition, Ihssen et al. (2010) found 

presenting stimuli sequentially improved VSTM 

performance as compared to simultaneous presen-

tation. This happens even if the total amount of 

time the items are visible is the same in the se-

quential and simultaneous displays. That is, if each 

stimulus is presented for 50 msec sequentially and 

the pair is presented for 100 msec simultaneously, 

the stimuli in the sequential condition are encoded 

better. 

 This leads one to wonder, does choice blind-

ness occur because participants do not visually 

attend to the two images, or because participants 

do not store the images in VSTM? Here we aimed to 

distinguish between visual attention and VSTM as 

the mechanism underlying choice blindness. As in 

Johansson et al. (2005), we presented faces simul-

taneously to half of the participants. Then extend-

ing Johansson et al., we presented the faces se-

quentially to the other half of the participants. Par-

ticipants in the sequential condition but not the 

simultaneous condition needed to load images in 

VSTM to compare one image to the other. If choice 

blindness occurs due to lack of visual attention, the 

presentation method should make no difference. 

That is, comparing one visual image to a memory 

trace of an image (sequential condition) doesn’t 

require more visual attention than comparing one 

visual image to another visual image (simultaneous 

condition). On the other hand, if choice blindness 

occurs because there is no memory trace in VSTM 

to clash with the presented image in switch trials, 

the presentation method should make a difference. 

That is, participants in the sequential condition are 

likelier than participants in the simultaneous con-

dition to have a memory trace that clashes with the 

presented image in switch trials. In summary, the 

visual attention account predicts the number of 

participants noticing a switch will be the same in 

both conditions, whereas the VSTM account pre-
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 dicts more participants will notice a switch in the 

sequential condition than in the simultaneous con-

dition. 

 

Method 

Participants  

 We obtained permission to carry out the 

experiment from the University of Central Arkan-

sas Institutional Review Board before gathering 

any data, and treated participants in accordance 

with the ethical guidelines stipulated by the Ameri-

can Psychological Association. A total of 90 stu-

dents (61 female and 29 male) participated for 

course credit. Participants were randomly assigned 

to one of two conditions: 45 were assigned to the 

simultaneous condition and 45 to the sequential 

condition.  Although we had not deliberately bal-

anced the assignment of women and men to condi-

tions, 31 female and 14 male participants were 

assigned to the simultaneous condition, 30 female 

and 15 male participants were assigned to the se-

quential condition. 

 

Materials  

 In an e-mail exchange with the first author of 

Johansson et al. (2008), we requested and obtained 

the images used in their study. The file Johansson 

sent contained approximately 50 grey-scale images 

of female faces. For the 12 non-switch trials, we 

selected 12 pairs of faces such that each face was 

similar to the other in the pair but still distinguish-

able from it. For the three switch trials, we used the 

same three pairs as in the study done by Johansson 

and colleagues. We printed the 15 pairs then glued 

them to lightweight cardboard material with red 

backing. We glued a second copy of the three 

switch pairs to cardstock with black backing. The 

same black cardstock was glued to the tabletop.  

 

Procedure  

 When participants entered the laboratory, 

they sat at a table across from the experimenter 

and read the informed consent form, after which 

the experimenter explained the procedure. In the 

simultaneous condition, both images in the pair 

were shown at the same time for four seconds. In 

the sequential condition, each image was shown 

one at a time for two seconds. At the end of the 

viewing time, the experimenter placed the images 

face down on the table and asked the participant to 

point to the image they had considered to be more 

attractive. The experimenter slid the selected im-

age across the table to the participants. Partici-

pants picked up the image to examine it and then 

told the experimenter why they had chosen it.  

 For the three switched pairs (trials 7, 10, 

and 14 out of a total of 15 trials), the experimenter 

held two images in each hand so that only one im-

age per hand was visible to the participant. This 

was accomplished by concealing the second image 

behind the first. After the experimenter placed all 

four images face down on the tabletop, the red-

backed images (previously hidden) were lying on 

top of the black-backed images (previously visible). 

When the experimenter slid one of the red-backed 

images across to the participant, the black-backed 

image underneath it remained in place so that the 

experimenter’s arm concealed it. Not only was the 

image concealed by the experimenter’s arm, but 

the black backing of the image was the same paper 

that covered the tabletop so it was much less sali-

ent than the red backing of the image that had been 

slid toward participants. Except for the switch it-

self, these trials were identical to the other trials. If 

participants noticed the switch, the experimenter 

halted the experiment at once and debriefed the 

participant. Otherwise the experimenter continued 

through all 15 image pairs.  

 

Results 

 In the simultaneous condition, 9 of the 45 

participants detected the switch, whereas 17 of the 

45 participants in the sequential condition detect-

ed the switch. Sequentially presenting the images 

increased the likelihood that participants noticed 

the switch, X2 (1, N = 90) = 3.46, p = .038. 

 

Discussion 

 In the present study we manipulated the 

method of presentation in a CB paradigm with the 

intention of distinguishing between two hypothet-

ical mechanisms. We argued that an account based 

on lack of visual attention predicts no difference 

between conditions, whereas an account based on 

lack of storage in VSTM predicts that sequential 

presentation should reduce choice blindness rela-

tive to simultaneous presentation. Our results sup-

port the hypothesis that choice blindness occurs 
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 due to a lack of memory trace in VSTM. In the origi-

nal CB procedure and in our simultaneous condi-

tion, participants didn’t need to load images into 

VSTM. Thus, the participants were unlikely to have 

a memory trace that clashed with the image hand-

ed to them in switch trials. 

 Perhaps the main limitation of our study is 

the same limitation as for the choice blindness par-

adigm in general: the participants’ willingness to 

defend their choices in switch trials is taken as evi-

dence that they failed to notice the switch. Alterna-

tively, perhaps participants do notice the switch 

but are too polite to object (or for some other rea-

son do not object) when the experimenter switches 

the images. In our paradigm and the traditional 

choice blindness paradigm, there is no way to dis-

tinguish between failure to notice the switch and 

the alternative hypothesis that the switch was no-

ticed but did not elicit any objection. To address 

this limitation, in the future we intend to replicate 

the procedure described here but use different im-

ages. By using images that are clearly different, 

participants will be likelier to notice switched im-

ages. If the alternative hypothesis (participants are 

too polite to object to the switch) is false, partici-

pants should object to the switch when the switch 

is obvious. 

 Although we disagree with Johansson et al. 

(2005) as to the mechanism underlying choice 

blindness (i.e., lack of storage in VSTM rather than 

lack of visual attention), our results replicate the 

most intriguing aspect of the CB paradigm: in 

switch trials participants generally confabulate the 

reasons for their selections. Although there is only 

evidence for confabulation in switch trials (i.e., par-

ticipants describe the reasons for making their se-

lection when in fact they selected the other image), 

there is no reason to believe that switch trials are 

the only trials in which participants confabulate 

the reasons for their choices. We believe that in 

both switch and non-switch trials, participants 

generally select the image they consider to be more 

attractive without bothering to store the preferred 

image in VSTM.  Instead, participants only store the 

location of the preferred image. When presented 

with one of the images and asked to describe why 

they selected it, participants don’t remember their 

reasons, yet they describe why the presented im-

age is attractive.  

 If this is how people justify their decisions 

after making them, there are some intriguing impli-

cations about how most people are living. For ex-

ample, at some point in the past when visiting a 

favorite restaurant an individual might have com-

pared the Italian cream cake to the Key lime pie 

and decided that the Key lime pie was preferable. 

Later the individual would recall the fact that he or 

she preferred the Key lime pie, but not the original 

reasons for the preference. If asked to justify the 

preference the individual would concoct a descrip-

tion based on how the pie tastes in the present and 

how it matches his or her current tastes. However, 

tastes and circumstances change, so while continu-

ing to select the Key lime pie because it was pre-

ferred in the past, he or she might actually prefer 

the Italian cream cake if it was given another 

chance. There might be lots of great tastes and ex-

periences that surpass the ones people stick with 

just because of past choices.  

 

References 

Ihssen, N., Linden, D. E. J., & Shapiro, K. L. (2010). 

Improving visual short-term memory by se-

quencing the stimulus array. Psychonomic 

Bulletin & Review, 17(5), 680-686. doi: 

10.3758/PBR.17.5.680  

Johansson, P., Hall, L., & Sikstrom, S. (2008). From 

change blindness to choice blindness. Psycho-

logia, 51 (6), 586-155. doi: http://

dx.doi.org/10.2117/psysoc.2008.142 

Johansson, P., Hall, L., Sikstrom, S., & Olsson, A. 

(2005). Failure to detect mismatches between 

intention and outcome in a simple decision 

task. Science, 310, 116-119. doi: 10.1126/

science.1111709 

Johansson, P., Hall, L., Sikstrom, S., Tarning, B., & 

Lind, A. (2006). How something can be said 

about telling more than we can know: On 

choice blindness and introspection. Conscious-

ness and Cognition, 15(4), 673-692. doi: 

10.1016/j.concog.2006.09.004 

Phillips, W. A., & Baddeley, A. D. (1971). Reaction 

time and short-term visual memory. Psycho-

nomic Science, 22(2), 73–74.  

Simons, D. J., & Levin, D. T. (1998). Failure to detect 

changes to people during a real-world interac-

tion. Psychonomic Bulletin & Review, 5(4), 644-

649. doi: 10.3758/BF03208840 



10 | MEMORY VERSUS ATTENTION IN BLIND CHOICE 

 

 Vogel, E. K., Woodman, G. F., & Luck, S. J. (2006). 

The time course of consolidation in visual 

working memory. Journal of Experimental Psy-

chology: Human Perception and Performance, 

32(6), 1436-1451. doi: 10.1037/0096-

1523.32.6.1436 

 

 

Author Note 

Correspondence may be addressed to: Kenith V. 

Sobel, Department of Psychology and Counseling, 

201 Donaghey Ave., Mashburn Hall 260, University 

of Central Arkansas, Conway, AR 72035. E-mail: 

k.sobel@mac.com.  



Journal of Psychological Inquiry 
2015, Vol.20, No. 1, pp.# 11—21 
© Great Plains Behavioral Research Association 

 *Faculty Sponsor. 

 11  

 

 
 

Cognitive Flexibility as a Dominant Predictor of Depression 
Symptoms Following Stressful Life Events 

 

Emily Hokett & Sarah Reiland * 
Winthrop University 

 
 

Abstract—This study was conducted to examine the relationships among event characteristics, cognitive 
factors, and depression symptoms following stressful life events. Consistent with cognitive theories of 
depression (e.g., Beck, 1964), we hypothesized cognitive factors would be stronger predictors of 
depression symptoms than stressful event characteristics. Participants (n = 214) completed 
questionnaires that assessed demographics, trauma, depression, intolerance of uncertainty, and world 
assumptions. Hierarchical regression analyses revealed cognitions were more strongly related to 
depression than event characteristics were. We also found greater intolerance of uncertainty and more 
negative world assumptions (especially self-worth) were significantly associated with greater 
depression. Fortunately, cognitions, unlike past events, can be changed, and flexible thinking may aid in 
the prevention and treatment of depression .   
 

Keywords: resilience, depression, trauma, Criterion A, cognitive flexibility  

 Although most individuals encounter at least 

one experience they consider traumatic in their 

lifetime, the majority do not develop psychological 

disorders, such as depression or posttraumatic 

stress disorder (PTSD) following the traumatic 

event. It is estimated that about 80% of people will 

experience a trauma in their lifetime, but only 

about 8% of people will develop PTSD and 16% of 

people will develop depression (Kessler, Sonnega, 

Bromet, Hughes, & Nelson, 1995). The experience 

of stressful events, including trauma, is a common 

risk factor for depression, but many individuals are 

resilient to its development. As the research 

demonstrates, the vast majority of trauma victims 

do not suffer from depression.  

 Many researchers have attempted to better 

understand factors influencing resilience to the 

development of psychological disorders following 

trauma exposure. Some research has focused on 

event characteristics that may contribute to in-

creased risk of depression following stressful life 

events. For example, studies show greater psycho-

pathology following stressful life events that are 

more interpersonal in nature (e.g., Kramer & 

Green, 1991; Schumm, Briggs-Phillips, & Hobfoll, 

2006) and involve greater injury (e.g., Blanchard et 

al., 1995). Studies also show an increased risk of 

psychopathology following the experience of mul-

tiple traumatic life experiences (e.g., Schumm et al., 

2006). 

 Other studies focus on personal factors that 

may contribute to resilience.  Wingo et al. (2010) 

conducted a study with primarily African Ameri-

cans who reported exposure to various traumatic 

events such as childhood abuse, physical abuse, 

emotional abuse, and sexual assault.  Out of 792 

trauma survivors, only 30% had experienced mod-

erate or severe depression. Thus, most of the par-

ticipants were resilient to depression. Using the 

modified 10-item version of the Connor-Davidson 

Resilience Scale (CDRISC; Campell-Sills & Stein, 

2007), Wingo and colleagues found higher resili-

ence scores resulted in lower depression severity.  

Resilience was measured using items that demon-

strated the ability to persevere through difficult 

times in life such as change, illness, and failure. 

Nevertheless, the CDRISC focuses on personality 

traits of resilience, specifically hardiness and per-
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 sistence, and neglects other cognitive characteris-

tics that may influence resilience, such as the abil-

ity to tolerate ambiguity and to maintain a positive 

outlook. 

 People who have higher resilience may differ 

in their thinking styles from people who do not.  

Specifically, individuals with higher resilience may 

have more flexible thinking patterns, allowing 

them to avoid or tolerate psychological distress 

better than those with less flexible thinking pat-

terns. One theory of resilience to chronic negative 

emotions stems from cognitive models of depres-

sion (e.g., Beck, 1964; Ellis, 1962) suggesting that 

thoughts involving a situation are stronger predic-

tors of an individual’s response to the situation 

than the intensity of the situation itself. Cognitive 

therapy, which is based on these models, encour-

ages the patient to change his or her way of think-

ing in order to avoid negative feelings and emo-

tions. An additional component of the cognitive 

model is Beck’s Cognitive Triad. The three factors 

involved in the cognitive triad are the self, the 

world, and the future. In other words, individuals 

who are depressed tend to maintain negative feel-

ings in regards to their selves, the world, and the 

future (Beck, 1970). Thus, the cognitive triad ex-

plains that people are more likely to develop de-

pression if they hold rigid, negative beliefs.  

 Research studies have demonstrated inflexi-

ble thinking patterns may influence the develop-

ment of depression. According to the “trait-like” 

hypothesis of depression, individuals who main-

tain poor cognitive functioning have more severe 

and consistent depressive episodes (Sarapas, 

Shankman, Harrow, & Goldberg, 2012). Therefore, 

individuals who repetitiously cater to negative 

thinking patterns are more likely to develop and 

maintain depression. Beck’s (1967) cognitive theo-

ry of depression also explains the development and 

maintenance of depression through faulty, rigid 

thought processes, namely cognitive inflexibility. 

 Numerous studies have illustrated the role 

inflexible thinking patterns have in the develop-

ment and maintenance of depression. Sarapas et al. 

(2012) found individuals with more severe unipo-

lar depression symptoms had lower abilities to 

think flexibly, as assessed with the Wisconsin Card 

Sorting Test (WCST; Grant & Berg, 1948), a test 

that assesses executive function through abstract 

problem-solving ability. Additionally, participants 

with depression had lower levels of cognitive flexi-

bility than those without any psychological disor-

ders. Similarly, Palm and Follette (2010) conducted 

a study with 92 female trauma survivors to assess 

the relationship between psychological distress, 

cognitive flexibility, and experiential avoidance.  

Hayes, Wilson, Gifford, Follette, and Strosahl 

(1996) define experiential avoidance as an attempt 

to control internal attitudes, such as thoughts and 

feelings, even when the attempt to control them 

may be harmful. In Palm and Follete’s (2010) 

study, cognitive flexibility was measured using the 

Cognitive Flexibility Scale (CFS; Martin & Rubin, 

1995), which assesses an individual’s ability to 

consider alternative responses to various situa-

tions. Their results suggest cognitive inflexibility 

could lead to greater experiential avoidance, caus-

ing higher susceptibility to the development of de-

pression and PTSD symptoms.  

 Other studies examine different aspects of 

cognitive inflexibility, such as rumination, which is 

the continuous concentration on negative narrow 

information or ideas (Nolen-Hoeksema, 2000) and 

intolerance of uncertainty, which is difficulty toler-

ating ambiguity (Freeston, Rhe aume, Letarte, & 

Dugas, 1994). The Intolerance of Uncertainty Scale 

(IUS; de Jong-Meyer, Beck, & Riede, 2009) was de-

veloped to assess emotional, cognitive, and behav-

ioral responses to uncertain situations and at-

tempts to take control over future situations. The 

authors found that higher IUS scores are related to 

higher depression symptoms in nonclinical sam-

ples.  Higher inability to tolerate uncertainty sug-

gests higher cognitive inflexibility.  Similarly, rumi-

nation can result in unproductive thinking patterns 

that reduce problem-solving abilities. On the con-

trary, individuals who ruminate less are more like-

ly to be active problem solvers, which possibly in-

creases their tolerance of uncertainty and lessens 

their chances of developing depression symptoms. 

Liao and Wei’s (2011) sample of 332 college stu-

dents illustrated a significant link between intoler-

ance of uncertainty, rumination, and depression. 

The researchers found that 72% of the variance in 

depression was accounted for by rumination and 

intolerance of uncertainty.   

 A consistent theme in theories attempting to 

explain common thought processes following trau-
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 ma is that trauma presents a challenge to a per-

son’s worldview and way of thinking about them-

selves and others (Janoff-Bulman, 1989). People 

who can flexibly think about their experiences in 

order to maintain a balanced and realistic view of 

themselves and the world may be more resilient 

following trauma exposure. Negative worldviews 

have also been linked to higher susceptibility to 

psychological disorders such as depression 

(Maschi & Baer, 2012). The World Assumptions 

Scale (Janoff-Bulman, 1989) is a measure used to 

assess multiple aspects of an individual’s percep-

tion of the world. In a study composed of 667 im-

prisoned adults, Maschi and Baer (2012) found 

19% of the participants maintained negative views 

of themselves, others, and the world, indicating 

them as Class 3 in the research study.  Class 1 had a 

mainly positive outlook on all three factors, and 

Class 2 had a positive view of themselves but nega-

tive view of the world and others. Class 3 pos-

sessed the most negative outlook and also reported 

the most psychological-mental health symptoms, 

including depression.  Generally, having an abso-

lute negative outlook (negative self-perception, 

negative view of others, and negative view of the 

world) may be linked to poor mental health. How-

ever, there is limited research on which areas of 

negativity are most significant in the development 

of depression.  

 The purpose of our study was to further ex-

amine the relationship between cognitions and 

depression symptoms following stressful life 

events in a nonclinical sample. Although event 

characteristics may contribute to depression symp-

toms following stressful life events, we hypothe-

sized cognitive variables would be more strongly 

related to risks of and resilience to experiencing 

depression symptoms. Specifically, we investigated 

the relationships among intolerance of uncertainty, 

negative world views, and depression symptoms. 

We examined the relative contribution of event 

characteristics (e.g., degree of injury, whether the 

event is interpersonal in nature, severity, number 

of previous traumas) and cognitive variables (e.g., 

intolerance of uncertainty and assumptions about 

one’s self and the world) to depression scores.  

Based on research suggesting a link between cogni-

tive inflexibility and depression (e.g., Palm & Fol-

lette, 2010; Sarapas et al. 2012; Wingo et al., 2010), 

we hypothesized higher depression scores would 

be associated with greater intolerance of uncer-

tainty and more negative world assumptions. Fur-

ther, consistent with cognitive theories of depres-

sion, we also hypothesized depression symptoms 

would be more strongly related to cognitive varia-

bles than event characteristics.   

 

Method 

Participants 

 The participants in this study were com-

prised of 215 college students 18 years of age or 

older. One participant was excluded from the study 

because he or she did not endorse any past stress-

ful events, so the final sample size was 214. The 

sample consisted of 170 female and 44 male adults. 

The participants ranged from 18 to over 60 years 

of age.  However, the majority of the participants 

were between the ages of 18 to 21 years (86.4%, 

n=185). The sample consisted of 57% Caucasian par-

ticipants (n=122), 34.4% African-American partici-

pants (n=78), and 5% who indicated another race 

(n=14).  Nearly 25% (n=52) of the sample reported 

economic distress in their childhood and family 

environment. After the study received IRB approv-

al, participants were recruited from psychology 

classes and offered extra credit for participating in 

the study.   

 

Measures 

 Traumatic Stress Schedule (TSS). The TSS 

(Norris, 1990) assesses exposure to traumatic 

events by allowing the participant to self-report his 

or her experience with nine traumatic events with-

in his or her entire lifetime. The events include 

theft, physical abuse, sexual abuse, unexpected loss 

of a loved one, injury or loss due to a fire, injury or 

loss due to natural or human-caused disaster, seri-

ous motor vehicle accident, seeing another individ-

ual seriously injured or killed, and serious injury 

from an accident. Also, an open-ended question 

was provided for participants to write any trauma 

that had not been addressed in the nine that were 

listed. More detailed assessments of the trauma 

were taken through five additional questions that 

assessed frequency; age when it first happened; 

and indices of life threat, injury, and distress (1 = 

not at all to 7 = extremely). Internal reliability has 

been found to be acceptable (Cronbach’s alpha 
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 = .75; Norris, 1990). In this study, participants who 

endorsed more than one event were asked to indi-

cate which event was the most upsetting (i.e., the 

“worst” event). Although there are numerous ways 

to score this measure (see Norris, 1990), we used 

the TSS for information about each participant’s 

worst event and to obtain a frequency count of the 

number of different categories of events endorsed 

by each participant. 

 The Beck Depression Inventory (BDI). 

The BDI (Beck, Ward, Mendelson, Mock, & Erbaugh, 

1961) is used to detect and assess depression 

symptoms. The items on the BDI are rated from 0 

to 3, where 0 indicates no sign of the symptom and 

3 indicates more severe signs of the symptom . 

Items such as, “I don’t feel like I am being pun-

ished” represent no signs of depression and corre-

spond with 0. However, “I feel guilty all of the time” 

represents 3, indicating endorsement of a depres-

sion symptom. Item scores are summed to yield a 

total score, and higher scores reflect greater en-

dorsement of depression symptoms. Multiple stud-

ies have demonstrated the BDI and its revisions 

have shown good internal consistency, reliability, 

and validity. Studies show correlations of r > .90 

between different versions of the BDI (Beck, Steer, 

& Brown, 1996; Lightfoot & Oliver, 1985). The BDI 

has demonstrated correlations with clinical de-

pression ratings as high as 0.62 to 0.66 (Foa, Riggs, 

Dancu, & Rothbaum, 1993).  A study involving 

women with postpartum depression (n = 953) 

found high internal consistency reliability 

(Cronbach’s alpha = .91) using a revised version of 

the BDI (Manian, Schmidt, Bornstein, & Martinez, 

2013). In our study, the internal reliability was 

excellent (Cronbach’s alpha = .90).  

 Intolerance of Uncertainty Scale (IUS). 

The IUS (Freeston et al., 1994) is a 27-item meas-

ure used to assess a person’s comfort with uncer-

tainty. The measure consists of items assessing 

one’s need for control over the future and one’s 

emotional and behavioral reactions to uncertainty. 

Items on the IUS are rated by the participant on a 5

-point Likert-type scale, where 1 indicates the item 

is not representative of [the participant] and 5 is 

completely representative of [the participant]. The 

statements on the IUS, such as “It’s unfair not hav-

ing any guarantees in life,” are used to determine 

the degree to which a participant is able to accept 

ambiguity. Item scores are summed to yield a total 

score. Higher scores reflect greater intolerance of 

uncertainty.  The English version of the IUS demon-

strates high internal consistency (Cronbach’s alpha 

= 0.88 - 0.94) and high test-retest reliability over 

five weeks (r = 0.74) (Dugas, Freeston, & Ladoceur, 

1997). The reliability of the IUS in our study was 

excellent (Cronbach’s alpha = .94). 

 World Assumptions Scale (WAS). The 

WAS (Janoff-Bulman, 1989) contains 32 items to 

assess the participant’s view of the world and self. 

The participant rates each item using a 6-point Lik-

ert-type scale, where 1 represents that the individ-

ual strongly disagrees with an item and 6 repre-

sents that the individual strongly agrees . The WAS 

is analyzed using an overall score and using three 

separate subscales: goodness of the world, mean-

ingfulness of the world, and goodness of the self. 

The WAS assesses the goodness of the world with 

items such as, “The world is a good place.” Similar-

ly, the meaningfulness of the world is assessed by 

assuming there is justice and order in the world, 

using statements such as, “Misfortune is least likely 

to strike worthy, decent people.” Lastly, self-worth 

is analyzed with items tailored to determine an 

individual’s value of oneself such as, “I have reason 

to be ashamed of my personal character.” Total and 

subscale scores are summed, and higher scores 

reflect more positive beliefs. Internal consistency 

and reliability of the WAS subscale scores have 

been shown to be acceptable (a = .75, .82, .79 re-

spectively) (Avants, Marcotte, Arnold, & Margolin, 

2003). Overall reliability of the total score has also 

been demonstrated to be acceptable (a = .68 - .86) 

(Janoff-Bulman, 1989).  In our study, the total WAS 

reliability was good (Cronbach’s alpha = .83). The 

WAS subscales for goodness of the world, meaning-

fulness of the world, and goodness of the self each 

demonstrated good reliability as well (Cronbach’s 

alphas = .81, 75, and .81, respectively). 

 Demographics Questionnaire. The De-

mographics Questionnaire was created specifically 

for this study to identify the participant’s sex, age, 

race, relationship status, economic status, and 

school status. The participants’ demographics were 

gathered using 8 individual items. The age item 

required the individual to write his or her age. The 

remaining 7 items were provided for the individual 

to check the appropriate box.  For example, the 
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 school status box was followed by corresponding 

items such as “freshman” and “sophomore.” The 

race item only contained three items, “White/

Caucasian,” “Black/African-American,” and “Other,” 

to protect the identity of students with ethnicities 

that were less represented at the university in 

which the study was conducted. 

 

Procedure  

 The researchers collected data over an ex-

tended period of time, approximately 14 months. 

Participants were recruited in primarily introduc-

tory level psychology courses and offered extra 

credit for their involvement with the study. Before 

beginning the study, participants were issued in-

formed consent documents, and details of the 

study were verbally explained. Researchers distrib-

uted questionnaire packets and explained the 

study to small groups of participants (ns of 2-12). 

Each data collection session lasted approximately 

40-60 minutes.  After the participants completed 

the questionnaires, they placed their question-

naires in sealed envelopes and received a debrief-

ing form. 

 Precautions were taken to maintain confi-

dentiality. The lead researcher was the only re-

searcher allowed to view handwritten information 

about trauma exposure to reduce the chance that 

any participant could be identified by a research 

assistant. Also, the database was password protect-

Table 1 Frequency of Worst Events Reported 
 

Worst Event Frequency (n) Percent 

Criterion A 111 51.87% 

Robbery 7 3.27% 

Assault 12 5.61% 

Sexual assault 22 10.28% 

Unexpected death of a loved one 23 10.75% 

Fire 1 0.47% 

Natural/Human-made disaster 1 0.47% 

Motor Vehicle accident 8 3.74% 

Other serious accident 10 4.67% 

Witnessing physical injury 22 10.28% 

Life Threat (from “other” category) 13 6.07% 

Non-criterion A 103 48.13% 

Romantic relationship problems 20 9.35% 

Death of a loved one (not unexpected) 20 9.35% 

Illness/injury of loved one 5 2.34% 

Family problems 7 3.27% 

Minor illness/injury 12 5.61% 

Mental health issues 5 2.34% 

Conflict with peers 6 2.80% 

Stressful work or school environment 10 4.67% 

Other 5 2.34% 
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 ed, which prevented anyone other than those in the 

research team from viewing the data.  Additionally, 

no data were entered until there were a sufficient 

amount of research sessions to prevent the data 

from any one group from being identifiable.  

 

Results 

Trauma Exposure 

 More than half of the participants (n = 118, 

55.1%) indicated experiencing a “worst” event that 

satisfies the DSM-5’s (American Psychiatric Associ-

ation, 2013) description of a traumatic event 

(Criterion A of the diagnosis of posttraumatic 

stress disorder). According to the DSM-5, Criterion 

A of PTSD defines trauma as an event that poses 

threat to one’s life or physical integrity (or the life 

of a loved one). The most commonly reported trau-

mas were unexpected death of a loved one (n = 23), 

sexual assault (n = 22), and witnessing the death or 

serious injury of someone (n = 22).  For events that 

did not satisfy Criterion A, the death of a grandpar-

ent (n = 20) and romantic relationship problems (n 

= 19) were the most commonly selected “worst” 

events. The majority of worst events were inter-

personal in nature (n = 156, 72.9%) and involved a 

relatively low degree of injury (M =1.95, SD =1.72). 

Many participants endorsed more than one event 

category (M = 2.14, SD = 1.28).  See Table 1 for 

worst event frequencies.  

 

Cognitive Variables 

 Intolerance of Uncertainty. The partici-

pants’ IUS scores ranged from 31 to 114 (M = 65.4, 

SD = 21.2). The mean item rating for this measure 

was a 2.4 on a scale of 1 to 5, corresponding to 

slight disagreement with the statements that de-

scribe cognitive inflexibility. One-third of scores 

fell between 31 and 53, another third fell between 

54 and 72, and the remaining third was between 

73 and 114. 

 World Assumptions Scale. The partici-

pants’ WAS total scores ranged from 72 to 166.  

The mean total score was 119.94, and the standard 

deviation was 17.99. The average item rating was a 

3.75 on a scale of 1 to 6, corresponding to slightly 

more positive beliefs. One-third of the scores fell 

between 77 and 111, the next third fell between 

112 and 127, and the remaining scores were be-

tween 128 and 166. 

 

Depression Symptoms 

 Participants reported a fairly low level of 

depression symptoms (M = 9.81, SD = 8.31).  The 

Center for Cognitive Therapy advises that BDI 

scores be evaluated under specific guidelines. For 

example, no depression to minimal depression is 

less than a score of 10; mild to moderate depres-

sion ranges from 10 to 18; moderate to severe de-

pression ranges from 19 to 29; and severe depres-

sion falls within 30 to 63. Over half of the sample 

had none or minimal depression (55.4%, n = 118). 

Only 29.6% of the participants had mild to moder-

ate depression (n = 63).  There were 12.7% of par-

ticipants who had moderate to severe depression 

(n = 27), and only 0.02% indicated severe depres-

sion (n = 5). 

 

Relationship among Event Characteristics, Cog-

nitive Variables, and Depression 

 In order to test our hypothesis that cognitive 

inflexibility would result in higher depression 

symptoms, we conducted regression analyses. In 

Block 1, we used variables involving event charac-

teristics, such as whether the event was interper-

sonal in nature, the total number of event catego-

ries endorsed (TSS total score), whether the worst 

event satisfied Criterion A, and the injury rating for 

the worst event. In Block 2, we used cognitive vari-

ables, such as intolerance of uncertainty (IUS total 

score) and world assumptions (the WAS total 

score). In testing the variables in this manner, we 

were able to determine if the cognitive variables 

were more predictive of depression than were the 

situational variables.  

 In the regression analysis, we found that the 

event characteristics in Block 1 significantly pre-

dicted depression symptoms [F (4, 212) = 2.664, p 

< .05] and accounted for 4.9% of variation in de-

pression symptoms (R2 = .049). However, when 

cognitive variables were added in Block 2, the 

model that included IUS total score and WAS total 

score accounted for 41.7% (R2 = .417) of variation 

in depression symptoms [F (6, 212) = 25.544, p 

< .01]. The variables that significantly predicted 

depression severity were higher injury (b = .127, p 

< .05), higher intolerance of uncertainty scores (b 

= .502, p < .01), and more negative world assump-

tions (b = -.286, p < .01).  See Table 2. 
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 We also conducted a regression analysis that 

included WAS subscale scores in place of the total 

score. This model was significant [F (8, 212) = 

22.651, p < .01] and explained 47% of variation in 

depression scores. In this model, injury rating and 

intolerance of uncertainty remained significant, but 

the Worthiness of Self scale was the only WAS sub-

scale to significantly predict depression scores (b = 

-.385, p < .01). More negative assumptions about 

one’s self were associated with higher depression 

symptoms. See Table 3. 

 

Table 2. 

Summary of Regression Analysis for Total Scores Predicting Depression   

*p < .05 **p < .01 

  
   Block 1       Block 2   

Variable B SE B β   B SE B β 

Criterion A 0.99 1.18 .06   1.10 0.94 .07 

Injury 0.78 0.36 .16*   0.62 0.29 .13* 

Type (Interpersonal) -0.06 1.38 -.00   -0.24 1.09 -.01 

Event Total 0.61 0.45 .09   0.69 0.36 .11 

IUS Total         0.20 0.02 .50** 

WAS Total         -0.13 0.03 -.29** 

R²   .05       .42   

F for change in R²   2.66*       65.03**   

  

 

  
   Block 1       Block 2   

Variable B SE B β   B SE B β 

Criterion A 0.99 1.18 .06   0.73 0.90 .04 

Injury 0.78 0.36 .16*   0.63 0.28 .13* 

Type (Interpersonal) -0.06 1.38 -.00   -0.21 1.04 -.01 

Event Total 0.61 0.45 .09   0.58 0.34 .09 

IUS Total         0.17 0.02 .42** 

WAS Worthiness of Self         -0.33 0.05 -.39** 

WAS Benevolence of World         -0.01 0.06 -.01 

WAS Meaningfulness of World         0.01 0.05 .01 

R²   .05       .47   

F for change in R²   2.66*       40.61**   

Table 3  

Summary of Regression Analysis for WAS Subscale Scores Predicting Depression   

*p < .05 **p < .01 
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 Discussion 

 Our findings indicated that cognitive varia-

bles, specifically cognitive inflexibility and negative 

worldviews, are significant predictors of depres-

sion symptoms; thus, our results supported both of 

our hypotheses. Higher levels of depression were 

related to greater intolerance of uncertainty and 

more negative worldviews. Further, cognitive vari-

ables were more strongly related to depression 

symptoms than situational factors in stressful situ-

ations. Consistent with the literature on cognition 

and depression (Beck, 1964; Ellis, 1962), we found 

that people with more inflexible, rigid thinking pat-

terns reported greater depression symptoms fol-

lowing trauma.  Multiple studies have illustrated 

the development of depression depends upon 

more than situational and environmental factors 

(Palm & Follette, 2010; Sarapas et al., 2012; Wingo 

et al., 2010). Our study demonstrates that individu-

al perception and cognition are stronger predictors 

of depression symptoms than the situational ele-

ments of the traumatic event. In fact, the only event 

characteristic associated with depression symp-

toms in our models was degree of injury of the 

worst life event. Although higher injury ratings 

were significantly associated with greater depres-

sion symptoms, cognitive variables emerged as 

stronger predictors of depression. 

 Individual interpretation of self-worth 

seems strongly related to depression. Our results 

indicated the only type of world assumptions to 

significantly predict depression was the Worthi-

ness of Self subscale. Beliefs about the world (i.e., 

the Benevolence of the World and Meaningfulness 

of the World subscales of the WAS) did not relate 

to depressive symptoms in our sample. The finding 

that negative thoughts about one’s self were relat-

ed to depression is consistent with other studies 

that indicate that lower self-esteem is associated 

with depression (e.g., Valiente et al., 2011). Self-

worth is likely to play a significant factor in depres-

sion because self-esteem largely determines an 

individual’s perception of herself or himself. Addi-

tionally, goals and motivations have been shown to 

influence an individual’s susceptibility to depres-

sion in relation to self-worth; people who have 

goals to avoid feeling worthless are less likely to 

engage in problem-solving behaviors that demon-

strate the ability to think flexibly and more likely to 

engage in rigid, inflexible thinking such as rumina-

tion (Rothbaum, Morling, & Rusk, 2009).  

 Nevertheless, this study was limited by its 

cross-sectional design and inability to discern if 

inflexible thinking patterns were present before 

depression symptoms or the result of depressed 

mood. According to the state effects hypothesis, 

depression symptoms may contribute to poor cog-

nitive abilities (Sarapas et al., 2012). However, 

there is evidence from a limited number of longitu-

dinal studies that certain thinking styles are associ-

ated with increased depression at later time points 

(e.g., Rawl, Collishaw, Thapar, & Rice, 2013; 

Sarapas et al., 2012; Smets, Luycx, Wessel, & Raes, 

2012). This study was also limited by reliance on 

self-report data from a non-clinical sample that 

reported relatively low depressive symptoms. 

However, this type of sample is appropriate for 

examining factors that predict risk and resilience 

to depression and better generalizes to the overall 

population because it is a nonclinical sample. As 

noted by Grant, Thase, and Sweeney (2011), lim-

ited research from nonclinical samples is available 

on individuals who develop depression as young 

adults. Our sample showed a relatively high preva-

lence of trauma exposure, despite reporting low 

depression symptoms, which makes it ideal for 

examining factors that contribute to resilience. 

Thus, this study serves as a model to assess major 

cognitive risk factors for depressive symptoms 

following trauma. 

 Future research should examine the rela-

tionship between life events, thinking styles, and 

depression in samples of adults who are over the 

age of 50 years. Liao and Wei (2011) note that col-

lege students have several areas of uncertainty in 

their lives such as career choice and companion-

ship; however, they are more likely to have strong-

er social support systems compared to older popu-

lations. People with lower social support levels and 

higher stress levels have been found to have more 

severe levels of depression than those with strong-

er social support systems; those with strong social 

support systems experience similar levels of de-

pression regardless of their stress levels, indicating 

social support as a significant moderator of depres-

sion (Pengilly & Dowd, 2000).  

 The older population is less likely to have a 

strong support system during the stressful decline 
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 of their physical and mental conditions. Elderly 

individuals are likely to experience high total plas-

ma homocysteine (tHcy), a protein that is associat-

ed with weakened cognitive ability (Ford, Flicker, 

Singh, Hirani, & Almeida, 2013). Although Ford and 

colleagues did not find a significant relationship 

between high tHcy and depression relative to cog-

nitive impairment, they were unable to thoroughly 

test executive function.  Cognitive impairment in 

elderly individuals could cause them to maintain 

poorer executive function, thus, hindering their 

problem-solving abilities. For example, people with 

weaker executive function are more likely to have 

difficulty with shifting mental positions and avoid-

ing perseverative errors (Grant, Thase, & Sweeney, 

2011). Individuals who lack the mental capacity to 

think more broadly face higher risks of cognitive 

inflexibility and thereby depression symptoms. 

Further research is necessary in order to properly 

examine whether the cognitive variables assessed 

in this study (i.e., negative world assumptions and 

intolerance of uncertainty) are also associated with 

depression in elderly individuals, particularly in 

those with less social support. 

 Our study presents a building block for the 

continuation of investigating resilience to depres-

sion symptoms following stressful situations. The 

results illustrate that cognitive variables are more 

predictive of depression symptoms relative to situ-

ational factors. Fortunately, cognitions, unlike past 

events, can be changed. Flexible, solution-oriented 

cognition may help individuals cope with the after-

math of a traumatic event. Numerous studies have 

shown that cognitive therapy is often effective in 

treating depression (e.g., Beevers & Miller, 2005; 

Matsunaga et al., 2010), and this study adds to the 

body of research that suggests flexible thinking 

may serve as a protective factor against the devel-

opment of psychopathology following stressful 

events. 
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Abstract—This paper aims to explore literature relevant to the relation and interrelated occurrence of 
the following three disorders: attention-deficit hyperactivity disorder (ADHD), conduct disorder (CD), 
and substance use disorder (SUD). Research has shown ADHD to be one of the most common childhood 
psychological conditions. Additional research has shown CD is more prevalent among individuals with 
ADHD compared to the general population. As a result, CD can play a crucial role in the development of 
SUD in individuals with ADHD. The relation among these three common co-occurring disorders 
commands a well-rounded understanding of etiology and possible treatment approaches. This literature 
review addresses the co-occurrence, possible etiologies, and treatments of ADHD and SUD, CD and SUD, 
and the triple comorbidity of ADHD, CD, and SUD with the goal of finding common factors among all three 
disorders that can contribute to clinical and public understanding.   
 

Keywords: ADHD, Substance abuse disorder, Conduct disorder, adolescence, comorbidity, treatment  

 Attention deficit hyperactivity disorder 

(ADHD) is characterized by inattention and/or 

hyperactivity in which the client must exhibit six 

or more symptoms of either category for six 

months prior to diagnosis, and most symptoms 

must be present before 12 years of age (American 

Psychiatric Association [APA], 2013). This disorder 

is the most common reason children come to the 

attention of mental health practitioners, making it 

one of the most prevalent psychiatric disorders 

among children and adolescents, occurring in 

about 5% of children (Barkley, 2006). The preva-

lence of ADHD in the Western world has prompted 

researcher interest for the past few decades, lead-

ing to an immense body of literature dedicated to 

etiology, treatment, and outcomes of the disorder 

among adolescents and adults. Research has 

shown individuals with ADHD suffer from comor-

bid disorders including conduct disorder (CD) and 

substance use disorder (SUD; Hurtig et al., 2007). 

CD is a disorder in which children or adolescents 

show a pattern of behavior in which the basic 

rights of others, or major age-appropriate societal 

norms or rules are violated. Examples of CD-

related behaviors include aggression toward peo-

ple, destruction of property, deceitfulness or theft, 

and serious violation of rules (APA, 2013). Accord-

ing to the APA, not only is CD commonly comorbid 

with ADHD, but it often predicts worse outcomes 

for the clients. One of these potential negative out-

comes is SUD. Further, the comorbidity among 

ADHD, CD, and SUD increases risk for short and 

long-term negative consequences such as elevated 

engagement in risky sexual behaviors (Sarver, 

McCart, Sheidow, & Letourneau, 2014) and height-

ened mental health and substance use disorders in 

adulthood (Thompson, Riggs, Mikulich, & Crowley, 

1996). 

 This review aims to gather and summarize 

literature dedicated to the triple comorbidity of 

ADHD, CD, and SUD due to the frequency, complex-

ity, and potential consequences of the occurrence 

in adolescent populations. Literature related to the 

co-occurrence, possible etiologies, and treatment 

approaches will be highlighted in the paper. The 

review will examine these areas as they relate to 
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 ADHD and SUD, CD and SUD, and then the triple 

comorbidity of ADHD, CD, and SUD. These separate 

evaluations may aid in understanding and evaluat-

ing the complex relations among ADHD, CD, and 

SUD. This review will focus on the adolescent pop-

ulation because CD is a childhood condition and 

ADHD is most often first recognized in children. 

Additionally, adolescent individuals, whether diag-

nosed with ADHD or CD, are often more suscepti-

ble to risk taking involving substances. 

 

Attention-Deficit/Hyperactivity Disorder and 

Substance Use 

 

Prevalence and Etiology 

 The occurrence of comorbid ADHD and SUD 

is reported in both clinical and community popula-

tions. Although not all research has reported signif-

icant relations between ADHD and substance use 

(Ostojic, Charach, Henderson, McAuley, & Crosbie, 

2014), other studies have shown a prevalence of 

16% within the community, and between 25 and 

40% in clinical populations (Tamm, Adinoff, Na-

konezny, Winhusen, & Riggs, 2012). The comorbid 

condition has been related to earlier onset of SUD, 

longer duration of SUD, and a higher risk for pro-

gression from alcohol misuse to drug use disorder 

(Tamm et al., 2012). To determine which types of 

ADHD are predictive of SUD, researchers have ex-

amined ADHD subtypes, characterized by the clas-

sic ADHD symptoms.  

 One example includes research by Tamm 

and colleagues (2012). Researchers divided ADHD 

into three common categorical subtypes as out-

lined by APA (2013): inattentive, hyperactive, and 

combined. This study combined data from 303 ad-

olescents recruited from substance abuse pro-

grams. For participation, adolescents had to meet 

diagnosis for ADHD and at least one non-tobacco 

SUD. The average age of participants was 16.5 

years. In this clinical population, the combined sub-

type was most common (N = 173), including ele-

ments of both the inattentive and hyperactive sub-

types (Tamm et al., 2012). Overall, results showed 

the combined subtype had higher rates of alcohol 

and cocaine dependence. Participants with the 

combined subtype of ADHD showed a more severe 

course of ADHD with a greater variety of symptoms 

and greater risk for comorbidity. Despite this, all 

three groups had a similar response to cognitive 

behavioral therapy (CBT). This shows that seem-

ingly important differences at baseline did not fac-

tor in to the treatability of the clients. 

 Although some studies recruit individuals 

from substance abuse programs, twin studies have 

often been used to assess and compare substance 

use rates among individuals with and without 

ADHD. In one study, researchers sampled a popula-

tion of 1,480 twin pairs in Sweden between May 

1985 and December 1986, and assessed ADHD and 

substance use in four different age waves: 8-9, 13-

14, 16-17, and 19-21 (Chang, Lichtenstein, & Lars-

son, 2012). ADHD was assessed with parent re-

ports at waves one and two, whereas substance use 

was assessed at wave two. In this study, persistent 

hyperactivity at age wave 13-14 was associated 

with higher risk for early onset tobacco and alcohol 

use, which authors hypothesized could be bidirec-

tional. The bidirectional hypothesis suggested ear-

ly substance use could affect the development of 

the frontal lobe, which may lead to greater hyper-

activity symptoms and a more severe presentation 

of ADHD. As enlightening as this idea may be, this 

is one of the few studies in the literature that spe-

cifically mentioned frontal lobe development as a 

factor.  

 In another twin study, researchers aimed to 

discover the link between ADHD and substance use 

by taking a closer look at patterns of attention 

problems (Palmer et al., 2013). In 2,361 individu-

als, Palmer and colleagues assessed ADHD, using 

the Diagnostic Interview Schedule for Children-IV, 

and substance use by utilizing the Composite Inter-

national Diagnostic Interview-Substance Abuse 

Module in two waves. Average age of assessment 

for the first wave was 14.87, and 19.64 for the sec-

ond wave. Results showed attention problems at 

wave one were predictive of risk for both illicit 

drug dependence and substance dependence at 

wave two. Authors predicted the relation between 

risk for dependence and inattention was mediated 

by substance use itself.   

 Research cited showed adolescents with 

ADHD characteristics are at a greater risk for de-

veloping substance use difficulties as compared to 

adolescents without ADHD. Additional research 

has identified risk factors that may facilitate the 

development of comorbid ADHD and SUD. One 
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 such risk factor is family environment. Hurtig and 

colleagues (2007) compared individuals who 

scored 90% and greater on an ADHD symptom 

checklist to individuals who scored below 90%, 

using data from 6,622 adolescents in Finland. Re-

sults from this study showed low income families, 

non-intact families, and parents who felt stressed 

and had little interest in their children’s lives were 

associated with a higher risk for ADHD comorbid 

with a range of other disorders, including SUD. Re-

searchers concluded that although the onset of 

ADHD is partially determined by genetic factors, 

ADHD and other externalizing disorders such as 

SUD are mediated by family environment. This 

conclusion sees family environment as a stressor 

that can contribute and exacerbate ADHD leading 

to a comorbid SUD.   

 It has been suggested that in relation to fam-

ily environment, parenting styles can play a crucial 

role in the development of comorbid ADHD and 

SUD. Walther and colleagues (2012) conducted a 

study with 142 adolescents with ADHD and 100 

without ADHD, looking at four measures of parent-

ing including: parental knowledge, parental con-

sistency, parent-adolescent conflict, and parental 

support. Results of this study showed that among 

adolescents with ADHD, more parental knowledge 

was a significant predictor of lower levels of alco-

hol consumption. Although the relations between 

parental knowledge and alcohol consumption were 

significant in both groups, the relations were 

stronger among adolescents with ADHD symp-

tomology. Authors concluded ADHD may put fur-

ther strain on a parent-child relationship leading to 

less parental knowledge about the adolescent’s 

activities and result in more problem behaviors 

such as delinquency and substance use. Limitations 

of the study include adolescent report of parental 

behaviors, which may be negatively biased espe-

cially in such cases in which there is a significant 

strain on parent-child relationships.  

 

Treatment 

 The treatment of comorbid disorders is an 

intricate process; clinicians must always be aware 

of the status of the various disorders and sensitive 

to any worsening conditions among clients. Before 

deciding on a course of treatment, the proper diag-

noses must be made. There are many diagnostic 

issues to be aware of when assessing SUD and 

ADHD. For example, clinicians must be able to dis-

tinguish ADHD symptoms from those symptoms 

that may be the product of substance use such as 

impulsive behavior. To resolve this issue, many 

clinicians have required 30 days of sobriety from 

drugs before making a diagnosis.  However, symp-

toms of withdrawal can continue past the 30 days, 

making diagnosis difficult (Ivanov, Pearson, 

Kaplan, & Newcorn, 2010). This sequential ap-

proach of first treating SUD, followed by ADHD is 

commonly found in the comorbid literature (Riggs, 

1998). Other researchers have proposed the use of 

an integrated treatment approach, which treats the 

SUD and ADHD simultaneously (Schubiner et al., 

1995). Regardless of sequential or integrated treat-

ment, ADHD has been effectively treated with stim-

ulant medication (Sibley, Kuriyan, Evans, Waxmon-

sky, & Smith, 2014; Wigal et al., 1999). However, 

the research is unclear about the use of stimulants 

for children or adolescents and the risk for later 

development of substance abuse. Wilson (2007) 

highlighted evidence both supporting and refuting 

the argument for stimulant treatment among ado-

lescents. Some researchers have speculated the use 

of stimulants in children sensitizes them to the ef-

fects of illicit stimulants, leading to a higher risk for 

addiction. Yet research has shown methylpheni-

date (commonly used to treat ADHD) does not 

cause euphoria at high doses, like illicit substances. 

In a contrasting argument, Wilson mentioned the 

use of stimulant medication reduces the severity of 

ADHD symptoms, therefore reducing mediating 

factors such as impulsivity that may lead to nega-

tive peer influences and later SUD. To help manage 

the debate in the literature, treatment decisions 

should be made by the clinician on an individual 

client basis because each client’s family, medical, 

and psychiatric history likely makes a difference in 

which treatment approach would work best 

(Schubiner, 2005). 

 There has been limited research completed 

on the efficacy of common adult psychological 

treatments for ADHD in adolescent clients. Yet 

some research has presented a strong argument 

for the use of cognitive behavioral therapy (CBT) 

(van Emmerik-van Ormerssen et al., 2013). CBT 

has been used in clients with ADHD, but few re-

searchers have examined its effectiveness in indi-
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 viduals with co-occurring ADHD and SUD. Riggs et 

al. (2011) conducted a randomized controlled trial 

of 303 adolescents with comorbid ADHD and SUD. 

Participants were divided into two groups, CBT 

plus placebo and CBT plus osmotic-release 

methylphenidate. Results showed no significant 

group difference in clinician-rated ADHD symp-

tomology or days using substance. Yet, secondary 

outcomes showed the CBT plus methylphenidate 

group experienced lower ADHD symptoms (based 

on parent reports) and a greater number of nega-

tive urine drug screens. Researchers highlighted it 

might be best for clinicians to begin treatment 

without any medication, given the non-significant 

differences in primary outcomes. Tamm et al. 

(2013) performed further analyses on this data to 

determine predictors of treatment response. The 

researchers found participants with “more severe 

ADHD had a greater reduction in ADHD symptoms 

and a greater likelihood of achieving 50% reduc-

tion in substance use, regardless of medication sta-

tus” (p. 228). Those participants with more severe 

substance use experienced less of a reduction in 

ADHD symptoms. The researchers suggested the 

treatment plan of CBT plus osmotic-release 

methylphenidate may best for those participants 

who experience ADHD as their primary difficulty.   

 

Attention-Deficit/Hyperactivity Disorder and 

Substance Use: Summary 

 ADHD and SUD commonly co-occur, and the 

research linking specific subtypes to substance use 

outcomes is mixed. Yet research has supported 

that when ADHD and SUD co-occur, the course of 

both conditions can be more severe and more com-

plicated to treat than either course alone. Research 

has shown family environment and parenting play 

a role in the progression of ADHD and co-occurring 

psychological disorders. Future research should 

focus on the development of ADHD and substance 

use in at-risk families and potential treatments 

involving family therapy. If certain parenting and 

family factors negatively influence ADHD and sub-

stance use, then involving family members in ther-

apy may work to reduce the negative influence. 

Additionally, research is somewhat mixed on the 

risk of stimulant medications by adolescents for 

ADHD. There are concerns such medications will 

increase the likelihood for later development of 

SUD. More solid evidence needs to be provided in 

this debate. For example, additional longitudinal 

studies may help determine if stimulant medica-

tion in childhood increases risk for SUDs in late-

adolescence or early adulthood. If the risk is mini-

mal, then stimulant medication for ADHD and sub-

stance use may be an effective treatment option. 

However, if the risk for later SUDs is elevated, then 

additional treatment options such as CBT should 

be emphasized.   

 

Conduct Disorder and Substance Use Disorder 

 

Prevalence and Etiology 

 Earlier onset of substance use creates a 

greater risk for developing substance use issues in 

adolescence and adulthood. Research has shown 

that increased alcohol use is three times more like-

ly with adolescent or early onset conduct problems 

versus low conduct problems (Heron et al., 2013). 

Over 40% of individuals with early or adolescent 

conduct problems were drinking hazardously by 

age 16. CD severity has been linked to substance 

use severity in adolescents in residential mental 

health programs (Young et al., 1995). CD is more 

common in males than females (APA, 2013). Yet 

some research has shown CD is only predictive of 

subsequent SUD in females (Costello, Mustillo, Er-

kanli, Keeler, & Angold, 2003). This research is in-

conclusive, as other reports have shown CD to be 

related to SUD in males and not females (Whitmore 

et al., 1997). Among boys who participated in the 

study conducted by Whitmore and colleagues, all 

met criteria for CD, 93% were dependent on one or 

more drugs, and 67% used more than five drug 

categories at least monthly. Further, researchers 

have found CD coexists in as many as 44% of indi-

viduals with SUD (Chong, Chan, & Cheng, 1999). 

Although the results on gender effects are mixed, it 

is apparent the occurrence of SUD among people 

with CD is pervasive and in need of investigation 

into factors that may better our understanding of 

the co-occurrence.  

 Genetic factors are often distinct vulnerabili-

ties for a number of conditions; these vulnerabili-

ties may not lead to psychiatric conditions, but 

with the presence of stress can become active dis-

orders within the client (Ingram & Luxton, 2005). 

In a study of 645 monozygotic twin pairs and 702 
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 dizygotic twin pairs, classic twin analyses were 

used to estimate genetic effects by comparing 

monozygotic versus dizygotic twin pairs (Button et 

al., 2007). Results showed that in relation to CD 

and alcohol and drug dependence, monozygotic 

twins were more similar compared to dizygotic 

twins, which demonstrates a genetic vulnerability 

connecting CD and symptoms of alcohol and illicit 

drug dependence in adolescents. In other words, 

researchers suggested this shows a common influ-

ence on phenotypes leading to CD, alcohol depend-

ence, and drug dependence. This research recog-

nized genetic vulnerability is one factor that can 

lead to SUD in a population with and without CD. 

Another vulnerability factor which may be coupled 

with genetic vulnerability is behavioral disinhibi-

tion.  

 A significant amount of research has ex-

plored the effects of behavioral disinhibition on 

child and adolescent behavior. This behavioral dis-

inhibition includes the diminished capacity to in-

hibit socially undesirable or restricted actions, 

which is the defining trait of CD. Researchers have 

shown that the characteristic of behavioral disinhi-

bition represents a specific phenotype present 

within externalizing disorders such as CD through-

out the lifespan (Iacono, Malone, & McGue, 2008). 

This general disinhibition may lead to adolescents 

and sometimes adults who are more likely to en-

gage in substance abuse and other externalizing 

behaviors. For example, research has determined a 

correlation between CD and later substance abuse 

through behavioral disinhibition. Behavior disinhi-

bition also often includes aggression. Aggression is 

one of the primary characteristics of CD; this char-

acteristic can be seen as a risk factor for later de-

velopment of deviant behavior, including SUD 

(Connor & Lochman, 2010).  

 

Treatment  

 Little evidence for explicit research on treat-

ment of CD and comorbid substance abuse is avail-

able. Rather, the research in the area tends to focus 

on juvenile offenders. Multisystemic therapy (MST) 

is often implemented with substance abuse juve-

nile offenders, and individuals with CD often run 

into issues with the law. MST aims to have a thera-

peutic influence on systemic and intrapersonal 

factors associated with delinquent behavior 

(Borduin et al., 1995). MST has led to decreased 

aggression and better family relations in compari-

son to individual therapy. It was unclear if the par-

ticipants in the study conducted by Borduin and 

colleagues could be clinically diagnosed with CD 

according to DSM criteria. It is also unclear wheth-

er this treatment directly affected substance use. 

However, researchers reported a decrease in be-

havioral problems and delinquent behaviors, 

which may or may not include substance use. 

 Whitmore, Mikulich, Ehlers, and Crowley 

(2000) specifically examined the treatment of fe-

males with comorbid SUD and CD. The sample in-

cluded 60 females with a mean age of 15.5 years. In 

this study, treatment included weekly individual 

and group therapy sessions addressing criminality 

and drug use, as well as family therapy and random 

urine screenings. Follow-up was examined 6 to 21 

months post discharge from treatment. Outcomes 

showed no significant improvement in participants 

substance use over time, but significant improve-

ments in criminality and CD symptoms from intake 

and at follow-up. Authors stated, “adolescent SUD 

may be more chronic than adolescent psychiatric 

disorders and may require continuing treatment 

and support” (p. 138). These researchers also 

found that among ADHD, performance IQ, and age 

of first CD symptom, performance IQ was predic-

tive of substance use in female adolescents. This 

research explored many factors that may affect the 

comorbidity, but showed that multiple forms of 

treatment may combine to effectively treat multi-

ple psychiatric disorders.  

 Treatment can also be examined from a pre-

vention standpoint. Connor and Lochman (2010) 

explained results and advantages of the program 

“Coping Power.” This treatment approach is used 

with individuals who have oppositional defiant 

disorder or CD. “Coping Power” is intended to im-

prove behavioral dysregulation and disinhibition, 

and seeks to reduce the aggression risk factor. Fol-

low-ups of children who have participated in these 

programs have shown a decrease in drug use and 

overt aggression. It is noteworthy that studies on 

the treatment of the comorbidity of CD and sub-

stance abuse often include participants who are 

triply diagnosed with ADHD. Findings suggested 

CD is a moderator of the relations between ADHD 

and adolescent substance use, such that only ado-
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 lescents high in CD symptoms will experience sub-

stance use following ADHD symptom development 

(Marshal & Molina, 2006). This research by Mar-

shal and Molina pertains more to triple comorbidi-

ty. These research findings along with treatments 

that address all three diagnoses will be discussed 

in the next section. Treatments for the triple 

comorbidity may generalize well to individuals 

diagnosed with comorbid CD and SUD. 

 

Conduct Disorder and Substance Use Disorder: 

Summary 

 Within the literature, individuals with CD 

are often also diagnosed with ADHD. However, in-

dividuals with ADHD are not commonly diagnosed 

with CD. This pattern provided insight into further 

avenues for research especially for individuals with 

CD and SUD. For example, genetic factors are often 

highlighted. Research exploring genetics and phe-

notypes related to externalizing behaviors may 

play an important role in the link between CD and 

SUD. If there is genetic vulnerability, then explor-

ing early intervention techniques in this population 

may help combat genetics with positive environ-

mental influences. Whitmore et al. (2000) suggest-

ed performance IQ may be another vulnerability 

that affects this population, increasing risk for sub-

stance use in adolescents with CD. Exploring fac-

tors affecting performance IQ, or potentially inter-

vention possibilities on performance IQ, may work 

to decrease risk for substance use. Many of the 

treatments found during the literature search were 

of juvenile delinquents who may or may not have 

had clinically diagnosed CD. Future research on 

juvenile delinquents may benefit from more clearly 

assessing or specifying CD diagnoses to provide a 

firmer description of the study sample and im-

prove study generalizability.    

 

Triple Comorbidity 

Prevalence and Etiology 

 Among those adolescents with ADHD, CD 

has been shown to be comorbid in 30 to 50% of 

cases (Biederman, Newcorn, & Sprich, 1991). Fur-

ther, adolescents with ADHD and CD reported the 

highest levels of substance use and SUD compared 

to individuals with ADHD only (Molina & Pelham, 

2003). In a study with 395 adolescents with alco-

hol use disorder, 30% of participants had ADHD 

and 70% had CD (Molina, Bukstein, & Lynch, 

2002). In the same study, the researchers found 

most participants with CD also had ADHD; only 3% 

of adolescents had ADHD without CD. Adolescents 

with SUD, ADHD, and CD showed more severe 

symptomatology than adolescents with CD and 

SUD. However, the researchers could not deter-

mine that triple comorbidity leads to more severe 

substance use because adolescents with CD prob-

lems had the most severe substance use histories. 

Additionally, there was no interaction between 

ADHD and CD in relation to substance use. These 

researchers hypothesized an interaction did not 

result due to the pervasiveness of the conduct 

problems in the sample.  

 Many researchers have attempted to exam-

ine the interactive elements of ADHD and CD that 

create a greater vulnerability to using substances. 

Molina, Smith, and Pelham (1999) used teacher 

and student reports of 202 high risk 6th, 7th, and 

8th grade students to effectively diagnosis ADHD 

and CD based on DSM-IV criteria. These research-

ers compared interactions between four groups on 

use of substances: CD only, ADHD only, CD+ADHD, 

and no diagnosis. Results showed the comorbid 

group consistently showed higher rates of sub-

stance use than the CD group or ADHD group. 

These results also showed when ADHD was broken 

down into symptom categories, substance use was 

strongly related to hyperactive/impulsivity sub-

types more than inattention subtypes. Thus, ADHD 

may start children and adolescents on a pathway 

for early onset CD. This becomes apparent when 

ADHD is disaggregated into its individual parts, 

which show that impulsivity can lead to escalation 

in substance abuse. Although the results were in-

sightful, limitations of this study include reliance 

on self-report measures.  

 Molina and colleagues (1999) suggested 

comorbid ADHD and CD puts adolescents on a dif-

ferent developmental trajectory versus when an 

adolescent has one disorder. Wilson (2007) ap-

peared to agree, and argued comorbid ADHD and 

CD can be seen as a distinct type of disruptive be-

havior disorder due to the distinct symptom pat-

terns present as the conditions are working in tan-

dem. As a result, the risk for SUD may be increased. 

Wilson’s main focus was the epidemiology of 

ADHD. Yet due to this idea of ADHD and CD exist-
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 ing as a distinct disorder, he tried to determine the 

relevant similarities between ADHD and other be-

havioral disorders including CD. One of these simi-

larities between CD and ADHD was behavioral im-

pulsivity, which can be placed in the category of 

behavioral disinhibition discussed earlier. Behav-

ioral impulsivity may be tied to maladaptive learn-

ing by the user, where his or her drug use is a prod-

uct of behavioral impulsivity that ignores long-

term consequences of drug use in an attempt to 

reach immediate gratification. These explanations, 

which rely on a behavioral model, may explain a 

part of the relation among ADHD, CD, and SUD. 

 This explanation provided by Wilson (2007) 

follows closely the maturation theory presented by 

Tarter and colleagues (1999), which explored the 

cause of early onset substance use. The maturation 

theory described how adolescents with dysregula-

tion within their environment (emotional or be-

havioral) are placed on a path toward later SUD. 

Tarter and colleagues suggested differing biologi-

cal maturation predisposes individuals to dysregu-

lation which is externalized into disorders in later 

childhood such as ADHD, CD, or both. Dysregula-

tion is first shown as difficult temperament in early 

life, but can change into conduct problems and im-

pulsivity. It is possible this dysregulation will im-

pact social functioning, leading adolescents to seek 

out deviant peer groups, where the use of sub-

stances may be practiced.   

 ADHD is often associated with impairment in 

social functioning, such as peer rejection, neglect, 

or affiliation with deviant peer groups (APA, 2013). 

Marshal, Molina, and Pelham (2003) hypothesized 

deviant peer groups mediated substance abuse and 

conduct problems in adolescence. The researchers 

operationalized deviant peer association as per-

ceived peer substance use, perceived peer toler-

ance of substance use, and mother approval of the 

participant’s peers. These results indicated 60% of 

participants had at least one friend who used sub-

stances on a regular basis. Compared to controls, 

participants with ADHD were more likely to report 

affiliation with deviant peers, and this affiliation 

mediated the effects of childhood ADHD on adoles-

cent substance use and conduct problems.  

 Later research by Marshal and Molina 

(2006) speculated about the role CD plays in the 

environment of those individuals with comorbid 

ADHD and CD. Specifically, the role of CD was ex-

amined in the relations among peer group affilia-

tion, ADHD, and SUD among adolescents. Marshal 

and Molina (2006) hypothesized the relation be-

tween peer group affiliation and substance use, as 

well as the relations between ADHD symptoms and 

deviant peer affiliation, would be stronger for chil-

dren with CD symptoms. To test this hypothesis, 

researchers examined 142 children clinically diag-

nosed with ADHD, according to DSM-III or DSM-IV 

criteria, and treated for services at the Western 

Psychiatric Institute and Clinical ADD Program. 

Children were interviewed between the ages of 13 

and 17 to assess CD symptoms, deviant peer affilia-

tion, substance use, and substance use disorders. 

Results showed CD symptoms in adolescence mod-

erated the relations between deviant peer groups 

and substance use problems. Individuals with CD 

deviate from society at large and tend to select 

peers who do the same. With these deviant peer 

groups, individuals with concurrent ADHD and CD 

are more likely to use and abuse substances due to 

peer influence, behavior dysregulation, impulsivity 

and a number of other factors intrinsic to the 

comorbidity.  

 Flory, Milich, Lynam, Leukefeld, and Clayton 

(2003) studied the effects of hyperactivity-

impulsivity-inattention (HIA) symptoms and con-

duct problems on substance use, and hypothesized 

participants with coexisting disorders would have 

greater substance dependence problems than par-

ticipants with either disorder alone. Participants in 

this study included 481 individuals who were part 

of a 10 to 12 year longitudinal study examining the 

etiological pathways leading to substance use and 

psychopathology. In this case, adolescents were 

assessed by written questionnaires before they 

started sixth grade and follow-up was collected 

over five years, from 6th to 10th grade. Later infor-

mation was collected using a mail survey when 

participants were between 19 and 21 years of age. 

Results confirmed individuals with both hyperac-

tivity-impulsivity and conduct problems were at 

risk for the most severe substance problems in 

adolescence. Analyses showed that among partici-

pants with an average level of HIA, conduct prob-

lems influenced the degree of substance use and 

dependence. Additionally, high HIA and low con-

duct problems related to lower substance use 
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 problems. This suggests HIA may serve as a protec-

tive factor in the development of SUD in the ab-

sence of conduct problems; however, further re-

search is needed to explore this possibility. A limi-

tation of this study is its reliance on recall evidence 

to support HIA and conduct problems. This retro-

spective self-report evidence may be biased and 

unreliable.  

 Whitmore et al. (1997) studied the effects of 

gender, CD, and ADHD on adolescents’ substance 

abuse, a unique perspective as most articles do not 

take gender into account. Average ages of partici-

pants were 15.3 years for females, and 16.0 years 

for males. Substance abuse among this particular 

population was severe. Participants with substance 

use diagnoses had them for three to four substanc-

es, on average. In this sample, prevalence of ADHD 

diagnoses did not differ by gender, although males 

reported more CD behaviors than females. It 

seemed CD severity associated with substance de-

pendence severity only in males. Similarly, among 

clients diagnosed with major depressive disorder, 

ADHD, and CD, only major depressive disorder was 

significantly associated with substance depend-

ence symptoms in females. In males, the joint se-

verity of all diagnoses was linked to the substance 

dependence symptoms. This may be linked to the 

severity of CD reported by males, and the findings 

that CD is normally evident at a younger age in 

males.  

 

Treatment 

 Little research has been done on effective 

treatments for the triple comorbid population pre-

sented in this review. Research to date has shown 

ADHD with comorbid CD is related to more severe 

substance use and mental health disorders in 

adulthood (Thompson et al., 1996). The combina-

tion of substance use and mental health disorders 

(rather than substance use alone or mental health 

alone) makes treatment more difficult. In such cas-

es, Riggs (1998) researched the efficacy of a se-

quential treatment model, focused on treating SUD, 

then mental illness. Riggs suggested addressing 

this specific triple comorbidity by reducing severi-

ty of SUD symptoms, via CBT and family therapy, 

then the use of stimulant treatments with low 

abuse potential to treat ADHD. In accordance with 

this model, after substance use has been greatly 

diminished, treating mental illness will involve a 

pharmacological agent with a low abuse potential. 

 One of the pharmacological agents suggest-

ed by Riggs includes bupropion (Riggs, Leon, Miku-

lich, & Pottle, 1998). Bupropion has a low abuse 

potential and has been shown to create reductions 

in aggression and conduct problems. This treat-

ment was administered to clients after a one-

month period of abstinence from substances. It 

was tested on 13 males between the ages of 14 and 

17 years, most of whom had failed previous treat-

ment interventions. Diagnoses of CD and ADHD 

were made by using the Diagnostic Interview 

Schedule for Children (Shaffer, Fisher, Lucas, Dul-

can, & Schwab-Stone, 2000). The treatment was 

implemented for five weeks, during which time 

most clients decreased in severity from being 

markedly ill to only mildly ill. Most striking in this 

study was the clients’ desire to continue treatment; 

85% of clients voiced desire to continue the treat-

ment they were on. This desire to continue treat-

ment is worth consideration due to the low reten-

tion rates common among comorbid populations, 

yet Riggs admits to the need for further research 

due to a small sample size. Additionally, the treat-

ment focused on ADHD and conduct problems with 

a sample that was abstinent from substance use, 

once again showing a sequential treatment ap-

proach.  

 Among individuals diagnosed with ADHD, 

CD, and SUD, differences in severity can change 

among community and clinical samples, impacting 

the treatment effectiveness. More research must be 

done on the effects of gender, prevalence, and on-

set in order to determine the best course of action. 

As is common in clinical practice, it is necessary to 

consider client history when picking a treatment 

model.   

 

ADHD, CD, and SUD: Summary 

 This area of research would benefit from 

more studies using clinical diagnostic techniques; 

many of the studies presented use self-report 

measures of participants and their families. One 

avenue for further research in this area is develop-

ing temporality between ADHD and CD. Both child-

hood disorders often precede the development of 

SUD, yet little is known about whether ADHD or CD 

commonly occurs first. Research also shows vary-
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 ing results about the unique contributions of ADHD 

and CD on substance use. In certain cases, hyperac-

tivity may be a protective factor (Flory et al., 2003). 

Yet in other studies, it was ADHD alone that con-

tributed to severity of certain substances. Conduct 

disorder was also shown to play a role in the devel-

opment of substance use alone, but sometimes only 

affected one gender (Whitmore, 1997). These nu-

ances may show important insights into the possi-

bility of multiple developmental trajectories lead-

ing to the experience of compounded ADHD, CD, 

and SUD. The exploration of deviant peer group 

affiliation and behavior dysregulation would be a 

valuable avenue for more research, especially 

among school age children and adolescents. With 

adolescents, peers have a significant influence on 

behavior. If deviant peer group affiliation is vali-

dated as an important risk factor, schools may 

work toward prevention therapies. Due to the 

more severe psychopathology presented by indi-

viduals with this triple comorbidity, it would be 

expected there would be extensive research on 

plausible treatment options. However, there is no 

strong evidence for whether sequential or integrat-

ed treatment is best, and in fact, may depend on 

the individual.  

 

Conclusion 

 The comorbid diagnosis of ADHD and CD is 

associated with greater severity of symptoms and a 

poorer psychiatric prognosis. One of the potential 

outcomes for this poorer prognosis is substance 

use and SUD. This triple comorbidity of ADHD, CD, 

and SUD has been found to be prevalent in adoles-

cents from both clinical and community settings. 

Researchers have found a genetic correlation be-

tween ADHD and many externalizing disorders, 

such as conduct disorder and substance abuse. Alt-

hough genetics may explain a piece of this puzzle, 

many studies have shown that psychological and 

environmental variables including family environ-

ment, deviant peer groups, impulsivity, and behav-

ior disinhibition play a role. Even with the 

knowledge that exists, it is apparent additional 

research is needed to further understand the etiol-

ogy and treatment of such disorders in adolescents. 

The limited amount of research demonstrating ef-

fective treatments may be due to the complexity of 

triple comorbidity. Regardless, this complexity 

speaks to the importance of treatment develop-

ment. Although this review covered literature that 

focused on the adolescent population, it is perti-

nent to note the display of these disorders in ado-

lescence can affect their trajectory into adulthood. 

Increasing knowledge about this population can 

lead to important clinical applications as well as 

awareness among the general population. Because 

ADHD is one of the most diagnosed childhood dis-

orders, there has been an influx in research. Within 

that research, the prevalence of these comorbid 

disorders should not be ignored.  
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Do You See What I Mean? Text Message Dependency, 
Multitasking, and Social Cue Recognition 
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Abstract—The current study investigated the relationship among self-perceived text message 
dependency, multitasking while text messaging, and social cue recognition. The study was conducted in 
two groups. The first group was the multitasking group. In this group, participants completed two tasks: 
watching a video vignette for social cue recognition and sending a text message concurrently. The second, 
a control group, completed the same tasks separately. Next, both groups completed a scale that measured 
self- perceived text message dependency. A significant difference was found between the multitasking 
group and the control group for scores on a social cue recognition test. There was no relationship 
between self-perceived text message dependency and social cue recognition. Implications for the findings 
of this study and directions for future research are discussed.   
 

Keywords: text message dependency, multitasking, social cue recognition  

 There is a growing interest in the psycholog-

ical impact of technology on human relationships. 

One particular area of interest includes the use of 

text messaging for communication. Text messaging 

may actually be replacing a great deal of face-to-

face communication and can become addicting 

(Igarashi, Motoyoshi, Taki, & Yoshida, 2005). Fur-

thermore, text messaging frequently occurs when 

individuals are participating in different activities 

while in the presence of others, thus raising ques-

tions about the effect multitasking has on social 

relationships (Jeong & Fishbein, 2007). More spe-

cifically, distraction while multitasking has an ef-

fect on sustained attention and cognitive learning 

(Wei, Wang, & Klausner, 2012). Multitasking with 

media may also limit time spent engaging in face-to

-face communication and has been related to de-

creased feelings of well-being in relationships (Pea 

et al., 2012). On the premise that individuals who 

are addicted to text messaging may spend less time 

engaging in face-to-face communication, this study 

was designed to examine how text message de-

pendency may affect individuals ability to recog-

nize social cues, and to examine the relationship 

between multitasking and social cue recognition. 

To our knowledge, there are no current studies 

investigating the relationship among text message 

dependency, multitasking, and social cue recogni-

tion.  

 According to a statistical analysis of smart 

phone subscribers, 75% of people who own a 

smart phone use text messaging to communicate 

(Com.score, 2012). Cell phone use is particularly 

prominent among individuals aged 17-21 

(Faulkner & Culwin, 2005). The frequent use of 

text messaging may be due to the convenience it 

allows to maintain connections to friends and asso-

ciates who are not in close proximity. Being availa-

ble by text messaging may create the expectation 

and a disproportionate dependence to offset face-

to-face conversations in social networks (Igarashi, 

Motoyoshi, Taki, & Yoshida, 2008). The expecta-

tions of perpetual availability can be related to 

feelings of guilt and feeling pressured to respond 

to text messages and phone calls that imparts dis-

satisfaction in friendships (Hall & Baym, 2011). 

Furthermore, there is an increased interest in indi-

viduals who may be dependent on text messaging 

for relaying all types of communication.  

 Text message dependency may interfere 
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 with daily life and result in negative psychological 

and behavioral symptoms similar to alcohol and 

gambling addictions. Igarashi et al. (2008) have 

operationally defined text message dependency as, 

“text messaging related compulsive behavior that 

causes psychological/behavioral symptoms result-

ing in negative social outcomes” (p. 2313). In a 

study of internet and text message dependency in 

Japanese adults, depression was positively corre-

lated with both dependency on internet use and 

text messaging (Lu et al., 2011). Another study of 

psychological predictors of mobile phone use re-

ported that people who are prone to exhibit other 

maladaptive behavioral or technological addictions 

seem to be more vulnerable to high and problemat-

ic use of texting (Bianchi & Phillips, 2005). The 

concern for the negative effects of texting has led to 

the creation of two measurement scales for text 

message dependency, including the Self-Perception 

of Text Message Dependency Scale (Igarashi et al., 

2008), and the Short Message Service (SMS) Prob-

lem Use Questionnaire (Rutland, Sheets, & Young, 

2007).  

 Beyond text message dependency, another 

factor that may be related to a variety of negative 

social and psychological outcomes is the distrac-

tion of multitasking while texting. For example, the 

frequency of text message usage while performing 

other tasks may contribute to distraction while 

multitasking (Pea et al., 2012). Texting while driv-

ing is perhaps the most highly publicized and well-

known example of the consequences of multitask-

ing and distraction. Many states have passed laws 

forbidding texting while driving, and have created 

educational programs to prevent accidents related 

to being distracted by texting while driving. Nu-

merous studies have demonstrated that using cell 

phones while driving leads to a plethora of cogni-

tive and driving deficits; including higher collision 

rates, slower brake reaction time, and less time 

obeying posted speed limits (Cooper & Strayer, 

2008; Strayer & Drews, 2004; Strayer, Drews, & 

Crouch, 2006). One study found that sending and 

receiving text messages while driving produced a 

higher mental demand, more frequent and longer 

glances away from the road, and diminished per-

formance on steering measures (Owens, McLaugh-

lin, & Sudweeks, 2011). Multitasking has been 

found to cause distraction which affects individu-

als’ attentional focus. 

 Because multitasking impacts attention, cell 

phones are prohibited in many classrooms due to 

the distraction they cause students. In a survey 

study on self-regulation and text message use dur-

ing class time, results showed students who could 

not self-regulate their texting behaviors were dis-

tracted, and a negative correlation was found be-

tween classroom text messaging and self-reported 

learning ability (Wei et al., 2012). The majority of 

students who multitask while sending and receiv-

ing text messages reported that multitasking was 

detrimental to their school work, but beneficial to 

maintaining social relationships (Junco & Cotton, 

2011). It appears when students choose to focus 

their attention on texting, there are negative conse-

quences for school performance. Considering the 

number of individuals who are using texting for 

communication, many areas of life may be impact-

ed by the attentional shift that occurs while send-

ing and receiving text messages.  

 In a study of 14-22 year olds keeping a diary 

of activities with media use, researchers reported 

76% of the time participants were using technolo-

gy while engaging in one or more additional activi-

ties, indicating that for this demographic, multi-

tasking is common (Jeong & Fishbein, 2007). Given 

the prevalence of individuals who use technology 

for communication and who appear to be multi-

tasking while texting, it is important to consider 

the effects distraction and less face-to-face commu-

nication may have on the ability to correctly inter-

pret conversational meaning by being able to rec-

ognize nonverbal social cues.  

 Social cue recognition refers to the ability to 

decode and understand meaning shown in nonver-

bal behavior (Archer & Akert, 1977). In fact, com-

munication theory posits that social cue recogni-

tion is the key factor of language and emotional 

expression that may account for a larger percent-

age of accurate understanding of communication 

than the verbal word spoken alone (Merhabian, 

2008). The ability to correctly interpret the social 

cues others are using to communicate emotional 

content is a vitally important facet of face-to-face 

communication. Accurate social cue recognition 

and a clear understanding of the emotional mean-

ing being communicated may be hindered if indi-

viduals are staring at their phone and missing visu-
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 al cues because eye contact is not being utilized.  

 In a study of performance on the Social In-

terpretations Task (SIT), researchers reported 

words alone were not enough for the correct dis-

cernment of conversational social meaning. Partici-

pants completed the SIT in one of two conditions. 

One group was presented with a written version, 

and the other was presented with a video version 

containing the verbal and non-verbal messages. 

Accurate social interpretation was found to occur 

only when both non-verbal and verbal conditions 

were presented at the same time. Participants tak-

ing the test in the written version actually per-

formed worse than would have been expected by 

chance (Archer & Akert, 1977). Also, in a study of 

college students that examined the relationship 

between nonverbal decoding skills and relation-

ship well-being, poorer relationship well-being was 

associated with problems decoding emotional 

meanings in facial expressions and tones of voice 

(Carton, Kessler, & Pape, 1999).  

 The research described in the previous para-

graph suggests the recognition of social cues ap-

pears to be necessary for accurate interpretation of 

communication between individuals. Text message 

dependency may be associated with a decreased 

amount of time spent engaging in face-to-face con-

versation. The infrequent face-to-face communica-

tion associated with text message dependency may 

influence the ability to accurately read social cues 

in communication and be related to the quality of 

understanding meaning in conversation.   

 To date, no current studies have addressed 

the issue of how self-perceived text message de-

pendency may affect the ability to recognize social 

cues nor have any studies examined the effect of 

multitasking while texting and the ability to recog-

nize social cues. The purpose of the present study 

was to investigate the relationships among self-

perception of text message dependency, multitask-

ing, and social cue recognition. Furthermore, this 

study was designed to examine the relationship 

between self-perceived text message dependency, 

multitasking, and social cue recognition in two 

groups; one participating in a multitasking assign-

ment and a control group performing the same two 

tasks separately. Both groups reported their self-

perceived text message dependency and completed 

a task for social cue recognition.  Based on the liter-

ature about text message dependency, multitask-

ing, and social cue recognition, we hypothesized 

(H1) self-perceived text message dependency 

would be negatively correlated with social cue 

recognition, and (H2) participants assigned to a 

multitasking condition would score lower on a test 

for social cue recognition than participants as-

signed to a control condition. 

 

Methods 

Participants 

 Participants (N=75) were undergraduate 

students attending a small Midwestern public uni-

versity and received course credit in an introducto-

ry psychology class for taking part in the study. 

Each participant was required to bring a cell phone 

with text messaging features as a requirement for 

participation. The majority of participants were 

between 18-22 years of age (M = 20, SD = 2) with a 

range of 18-44 years old (70% female and 30% 

male). The participants self-identified as Cauca-

sian/White (79.7%), Black/African American 

(9.5%), Other (5.4%), Hispanic (4.1%), and Asian 

(1.4%). The study was approved by the institution-

al review board at the university where the re-

search was conducted. 

 

Measures 

 Demographic Information.  Participants 

provided demographic information including their 

age, gender, and ethnicity. Participants were not 

asked to estimate how many text messages they 

received per day due to concern that many of the 

estimates would be inaccurate and prone to error. 

 Self-Perception of Text Message Depend-

ency Scale (Appendix A). The short version of 

the Self-Perception of Text Message Dependency 

Scale (Igarashi et al., 2005) measures how partici-

pants perceive the way they use text messages and 

the urgency to use text messages for communica-

tion within interpersonal relationships. The ques-

tionnaire is structured into two parts; self-

perception of dependency on texting and psycho-

logical/behavioral symptoms. Self- perception of 

text message dependency is determined by reports 

on five questions for each of three factors: percep-

tion of emotional reaction, excessive use, and rela-

tionship maintenance. The emotional reaction sub-

scale assesses feelings about receiving responses 
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 to text messages (e.g., “I feel disappointed if I don’t 

receive any text messages”). The perception of ex-

cessive use subscale involves the way controlling 

the use of excessive text messaging is self-

perceived (e.g., “I sometimes send text messages 

while engaging in a conversation with another per-

son”). The relationship maintenance subscale re-

lates to anxiety about separation of relationships 

without text messages (e.g., “I think my relation-

ships would fall apart without text messages”). Re-

sponses are measured with a five point Likert for-

mat ranging from 1 (strongly agree) to 5 (strongly 

disagree). The scores on the self-perception of de-

pendency subscale have a possible range of 15-75.  

 The second part of the questionnaire 

measures psychological/ behavioral symptoms, 

operationally defined as participants’ attitudes 

toward the compulsive use of text messages in the 

context of interpersonal relationships. These 

measures were developed to quantify psychologi-

cal and behavioral symptoms by comparing symp-

toms of text message dependency to those criteria 

listed in the Diagnostic and Statistical Manual of 

Mental Disorders (DSM-IV-TR; American Psychiat-

ric Association, 2000) for alcohol and drug depend-

encies. Participants rate statements about their use 

of text messaging (e.g., “I have tried to cut down on 

the amount of text messages I use” and “I some-

times worry that life would be boring and empty 

without text-messages”) using a five point Likert 

scale ranging from 1 (not true at all) to 5 

(extremely true). The Cronbach’s alpha for the five 

questions was .78 (Igarashi et al., 2008). The scores 

on the psychological/behavioral symptoms sub-

scale have a possible range of 5-25.  

 The short version of the Self-Perception of 

Text Message Dependency scale has a good inter-

nal consistency when compared to the original 40 

item scale with relatively high Cronbach’s alpha 

coefficients for perception of emotional reaction (α 

= .81), perception of excessive use (α = .85), and 

relationship maintenance (α = .78) (Igarashi et al., 

2008).  

 Social Cue Recognition Test (Appendix B). 

A modified version of the Social Cue Recognition 

Test (SCRT; Corrigan, Buican, & Toomey, 1996) 

assesses participants’ competence in recognizing 

and understanding social roles, rules, and context. 

One of the original 30-second DVD vignettes of two 

people engaging in a social situation is viewed by 

participants. A high emotion vignette (HE 2) is 

shown depicting a man and woman arguing over 

who gets to choose what to watch on television. 

The high emotion vignette shown was believed to 

be more sensitive than the lower emotional vi-

gnette, increasing the likelihood that differences 

between the two conditions would be observable. 

Furthermore, the vignette represented a scenario 

the researchers believed to be familiar to partici-

pants and replicated (albeit on a video) a real 

world occurrence in the controlled experimental 

environment. After watching the scene, partici-

pants answer 36 true or false questions. Half of 

these questions measure recognition of concrete 

cues about what the actor/actress said or did that 

could be seen or heard by participants (e.g., “After 

Doris changes the channel, Harry goes to the kitch-

en for a snack”). The other half of the questions 

measure abstract cues regarding moods, social 

rules, and underlying motivations being role 

played (e.g., “At the end of the scene, Harry felt dis-

gusted because he had to tell Doris to sit down and 

shut up once again”). Three scores are generated 

for each participant; concrete social cues (range 0-

18), abstract social cues (range 0-18), and an over-

all total score (range 0-36).   

 The internal consistency for the SCRT was 

calculated and the Cronbach’s alpha for the high 

emotion vignettes were reported as α = .54 for con-

crete cues and α = .73 for abstract cues (Beaupre et 

al., 2002). Reliability was measured by computing 

Pearson product moment correlations between the 

High Emotion vignette shown to participants in 

this study and the other vignettes in the SCRT. All 

were significant for concrete cues (r = .71) and for 

abstract cues (r = .91) (Corrigan & Green, 1993). 

Concurrent validity was reported after measuring 

correlations between the SCRT and the SCRT Cana-

dian version. The tests were found to be moderate-

ly correlated for concrete social cues (r = .38) and 

abstract social cues (r = .59) using the high emo-

tion vignettes (Beaupre et al., 2002). 

 Text messaging assignment (Appendix C). 

A photocopy of a passage (Boethius, 1962, p. 54-55, 

Prose 8) was given to participants who typed the 

written content of the page into their phones as if 

they were sending a text message. Five true or false 

questions were written by the two experimenters 
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 as fillers for the text messaging assignment (see 

Appendix D). The purpose of the text messaging 

assignment was to standardize what the partici-

pants were texting, while helping to obscure the 

purpose of the study. 

 

Materials 

 Each participant provided their own mobile 

telephone which was equipped with text messag-

ing features. The SCRT was shown on a laptop and 

projected on a screen in the classroom where the 

experiment was performed. A stopwatch was used 

to monitor time for the control group.  

 

Procedure 

 After signing the consent form, participants 

confirmed possession of an operational cell phone 

with text messaging ability. Each participant was 

informed in writing of the tasks required for partic-

ipation, including reporting their use of text mes-

saging, watching a video, and sending a text mes-

sage. They were also informed they would be test-

ed on both the content of the video and on content 

of the text messaging assignment. Participants 

were assigned to one of two conditions: multitask-

ing or control.  Participants were tested in groups 

of no more than 15 students during 15-20 minute 

sessions. Due to time and logistical constraints, 

neither random assignment nor counterbalancing 

was used. Therefore, participants voluntarily 

signed up for a time slot which determined their 

assignment to the multitasking or control group. 

 Participants in the multitasking group com-

pleted the Self-Perception of Text Message De-

pendency Scale and placed it in an envelope. Partic-

ipants completed the task of copying text from the 

Botheius selection at the same time the SCRT vi-

gnette was shown. At the end of the video, partici-

pants circled the last word they had texted on the 

sheet containing the Botheius selection. They were 

informed that they could delete the text message. 

Participants completed the SCRT measure and 

placed it in the envelope. Next, each participant 

answered questions over the texting assignment 

and placed it in the envelope. Finally, participants 

provided demographic information and answered 

the question, “What do you think we are predicting 

in this study? That is, what do you think it is that 

we are hoping to find?” 

 The control group completed the Self-

Perception of Text Message Dependency scale and 

placed it in an envelope. Participants watched the 

SCRT vignette, completed the SCRT measure when 

the video was finished, and placed the survey in the 

envelope. Participants then performed the texting 

task for thirty seconds. The experimenters used a 

stopwatch to indicate that the 30 seconds had 

passed and asked participants to stop texting. Par-

ticipants circled the last word that they had texted 

from the Botheius selection, placed it in the enve-

lope and were informed that they could delete the 

text message. Next, each participant answered 

questions over the texting assignment and placed it 

in the envelope. Finally, participants provided de-

mographic information and answered the question, 

“What do you think we are predicting in this study? 

That is, what do you think it is that we are hoping 

to find?” 

 Participants in both the multitasking and 

control groups were informed that the results 

would not be examined for at least two days to en-

sure anonymity. Each participant took part in a 

debriefing session with the experimenters and was 

given the opportunity to provide an e-mail address 

if they would like to receive a copy of the study’s 

results.  

 

Results 

 All data were checked for outliers. A t-test 

was conducted to examine the differences in social 

cue test recognition scores between the control 

condition (M = 27.15, SD = 2.05) and the multitask-

ing condition (M = 24.29, SD = 2.92), mean differ-

ence (2.86).  Equal variance was not assumed due 

to the violation of Levine’s Test for equality of vari-

ance F(71) = 7.73, p < .01. The difference was sig-

nificant, t(71) =  4.94,  p < .001; d = 1.14, indicating 

that individuals in the multitasking group per-

formed significantly lower on the social cue recog-

nition task than individuals in the control group. 

The effect size for this analysis (d = 1.14) was 

found to exceed Cohen’s convention for a large ef-

fect (d = .80). 

 In order to determine whether social cue 

recognition test scores could be predicted as a 

function of self-perceived text message dependen-

cy and task condition, two hierarchical regressions 

were conducted. In the first hierarchical regres-
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sion, abstract social cue recognition test scores 

were entered as the criterion variable. In the sec-

ond hierarchical regression, concrete social cue 

recognition was entered as the criterion variable. 

In both hierarchical regressions, task assignment 

condition and the two major subscales of the text 

message dependency scale were entered as predic-

tors. A Durbin-Watson test was conducted to as-

sess the assumption of independent errors (h = 

2.04) and did not indicate cause for concern. All 

correlations were examined between the two sub-

scales of the Self-Perceived Text Message Depend-

ency measure, a) emotional reaction, relationship 

maintenance and perception of excessive use (M = 

45.00, SD = 7.98) and b) psychological/behavioral 

symptoms (M = 9.95, SD = 3.19) and the two sub-

sections of the SCRT, a) abstract social cue recogni-

tion (M = 12.05, SD = 1.47) and b) concrete social 

cue recognition (M = 13.54, SD = 1.47). A positive 

relationship was found between the two subscales 

of the Self-Perceived Text Message Dependency 

Measure (r = .51, p < .01). Additionally, a positive 

relationship was found between the two subscales 

of the SCRT (r = .31, p < .01). Bivariate correlations 

revealed that neither of the two subscales of the 

Self-Perceived Text Message Dependency subscales 

was related to any of the SCRT criterion variables. 

 The first hierarchical regression was con-

ducted with abstract social cue recognition test 

scores as the criterion variable. The two subscales 

of the Self-Perceived Text Message Dependency 

measure were entered at stage one and the multi-

tasking condition was added at stage two. Regres-

sion statistics are reported in Table 1. The hierar-

 
Note. SPTMD Subscale 1 =  self-perception of dependency on texting. SPTMD Subscale 2 = psychology/behavioral symptoms 
of dependency on texting. 
*p < .05. 

Table 1       

Summary of Hierarchical Regression Analysis for Variables Predicting Abstract Social Cue Recognition Test Scores       

  b SE B β   p R2 R2Δ p 

Step 1         .04 .04 .23 

SPTMD- subscale 1 -.04 .03 -.22 .11       

SPTMD 

Subscale 2 

.09 .06 .19 .17       

Step 2         .13 .09 .011* 

Multitasking condition .87 .33 -.30 .011*       

 
Note. SPTMD Subscale 5 > self-perception of dependency on texting. SPTMD Subscale 2 = psychology/behavioral symp-
toms of dependency on texting. 
*** p < .001. 

Table 2       

Summary of Hierarchical Regression Analysis for Variables Predicting Concrete Social Cue Recognition Test Scores   
      

  b SE B β p R2 R2Δ p 

Step 1         .01 .01 .76 

SPTMD- subscale 1 -.017 .037 -.064 .647       

SPTMD 
Subscale 2 

-.024 .093 -.036 .799       

Step 2         .23 .22 <.001*** 

Multitasking condition -2.04 .453 -.479 <.001***       



40 | DO YOU SEE WHAT I MEAN 

 

 chical regression analysis revealed that in step 

one, the two subscales of the Self-Perceived Text 

Message Dependency measure failed to predict 

abstract social cue recognition test scores, F(2,71) 

= 1.49, p = .23. R2 = .041. However, in step two, the 

task condition to which participants were assigned 

was a significant predictor of abstract social cue 

recognition test scores, F(3,70) = 3.36, p < .01, R2 

= .13, R2Δ = .09. Participants in the multitasking 

condition tended to have lower abstract social cue 

recognition test scores than participants in the 

single task condition. 

 The second hierarchical regression was con-

ducted with concrete social cue recognition test 

scores as the criterion variable. The two subscales 

of Self-Perceived Text Message Dependency were 

entered at stage one and the multitasking condi-

tion was added at stage two. Regression statistics 

are reported in Table 2. The hierarchical regres-

sion analysis revealed that the two subscales of 

the self-perceived text message dependency failed 

to predict concrete Social cue recognition test 

scores, F(2,71) = .28, p = .76, R2 =.01, p = .762. How-

ever, in step two, the task condition to which par-

ticipants were assigned was a significant predictor 

of concrete social cue recognition test scores, F

(3,70) = 6.97, p < .001, R2 = .23, R2Δ = .22. Partici-

pants in the multitasking condition tended to have 

lower concrete social cue recognition test scores 

than participants in the single task condition. 

 

Discussion 

 The purpose of this study was to assess the 

relationship among self-perceived text message 

dependency, multitasking, and social cue recogni-

tion. Participants were separated into two groups: 

one multitasking group, who completed two tasks 

at once, and another control group who completed 

the same tasks separately. The key findings are 

discussed below as well as the limitations and im-

plications of what has been found in this study. 

 The most important contribution of this 

study is the support for the second hypothesis 

(H2). As predicted, participants assigned to a mul-

titasking condition scored lower on a test for so-

cial cue recognition than participants assigned to a 

control condition. Based on previous research sug-

gesting texting may place limitations on time spent 

using face-to-face communication (Pea et al., 

2012), we believed multitasking would contribute 

to distraction, and this would be reflected in lower 

scores on the SCRT. The significant result found is 

supportive of the previous literature reporting 

similar results in regard to distraction while tex-

ting and driving (Owens et al., 2011) and lower 

self-reported learning ability while texting (Wei et 

al., 2012). Doing more than one thing at a time 

while texting appears to limit the ability to fully 

focus on a variety of given tasks. 

 Furthermore, multitasking while texting 

may impose limitations on social cue recognition. 

Our findings appear to support the literature re-

garding the importance of recognizing social cues 

in that when individuals are distracted, they are 

not paying attention and miss the true context of 

conversational meaning. Words may not be 

enough for a full understanding of conversation 

(Archer & Akert, 1977). Individuals distracted by 

texting may miss out on important cues necessary 

for interpreting meaning in conversation. That 

being said, we do not wish to imply that individu-

als who text while performing other tasks such as 

observing or engaging in conversation are com-

pletely incapable of recognizing social cues. Alt-

hough the SCRT scores were significantly lower for 

the multitasking group than the control group in 

the current research, the mean SCRT score for the 

multitasking group was well above the mid-point 

of the range for possible scores. Hence, we con-

clude that text messaging while performing other 

tasks impairs, but does not eliminate, the ability to 

recognize social cues. 

 Although this study contributes to the grow-

ing knowledge about multitasking while texting, it 

is limited in some respects. For example, due to 

the brief time period in which we needed to collect 

data, participants were tested in a group setting so 

that multiple participants could participate simul-

taneously. To maximize internal validity in future 

research, participants should be tested individual-

ly in a tightly controlled laboratory environment.  

 Furthermore, it should be kept in mind that 

watching one short vignette from the SCRT may 

not be representative of true social cue recogni-

tion abilities. As we did not see a significant rela-

tionship between self-reported text message de-

pendency and social cue recognition, it would be 

interesting to see in future research if similar re-
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 sults would emerge when different tests of social 

cue recognition were utilized. Another possibility 

would be to assess the relationship between task 

condition and scores on the SCRT by utilizing a 

within-subjects, repeated measures design. In addi-

tion, it would be interesting to see if the results 

would be similar for other vignettes from the SCRT, 

including low emotion scenes.  

  Another useful direction for future research 

would be to compare groups who are multitasking 

while texting with another group who was multi-

tasking with a different activity, such as drawing a 

picture while watching the vignette. Using a differ-

ent experimental task may help to clarify that the 

texting task may be more or less related to lower 

SCRT scores, rather than the multitasking condi-

tion assignment itself. Moreover, it would be wor-

thy to find additional ways to more specifically link 

the reduced social cue recognition scores to dis-

traction resulting from texting. 

 Furthermore, watching a video and sending 

a text message by copying a page from a philoso-

phy book is not representative, and may not be 

generalized to a real life situation where texting 

and multitasking is taking place while engaging in 

conversation with other(s). Perhaps further re-

search may be conducted that will focus on more 

realistic scenarios, that represent actual multitask-

ing while texting, and social cue recognition in real 

life situations or with the use of confederates. An-

other point to consider is that the SCRT is a bit dat-

ed. However, the vignette chosen for this story, a 

couple fighting over what to watch on television, is 

representative of a situation that could easily occur 

today. Future researchers may consider the use of 

confederates to recreate a real life scenario that 

would aid in the ability to generalize results be-

yond the experimental environment. 

 In conclusion, this study did find that partici-

pants who were distracted by texting fared worse 

on a test for social cue recognition than those who 

performed the same tasks one at a time. Subse-

quently, those who use text messages while per-

forming other tasks simultaneously may be less 

focused and miss out on important social cues. The 

results suggest that individuals’ attention may 

function best while performing one task at a time 

and consideration should be taken while choosing 

to send text messages while performing other 

tasks. Perhaps it would be wise to put down the 

phone and devote more attention to the accurate 

detection of social cues.  
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Footnotes 
1Given the significant correlation between the two 

text message dependency subscales, it was im-

portant to examine the possibility that these fac-

tors predicted abstract social cue recognition test 

scores but “washed each other out” as unique influ-

ences. Hence, a semi-partial correlation was com-

puted between scores on the Self-Perception of 

Dependency on Texting subscale and abstract so-

cial cue recognition test scores. The relationship 

was not significant, sr = -.19, p = .11, Likewise, the 

semi-partial correlation between scores on the 

psychological/behavioral symptoms subscale and 

abstract social cue recognition test scores was not 

significant, sr = .16, p = .17.  

 
2The semi-partial correlation between the Self-

Perception of Dependency on Texting Subscale and 
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 concrete social cue recognition test scores was not 

significant, sr = .-.05, p = .65. Likewise, the semi-

partial correlation between scores on the psycho-

logical/behavioral symptoms subscale and con-

crete social cue recognition test scores was not 

significant, sr = -.03,  p = .80. 
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 APPENDIX A. SELF-PERCEIVED TEXT MESSAGE DEPENDENCY SCALE 

Rate the degree to which you agree with each statement by circling one number only. 
 

After sending a text message, I check my mailbox repeatedly to see if I had received a response.  

 
 

I feel disappointed if I don’t get a reply to my message immediately. 

 
 

I feel anxious when people don’t immediately reply to my text message. 

 
 

I often check my mailbox to see if I had a text message. 

 
 

I feel disappointed if I don’t receive any text messages. 
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 I sometimes send text-messages while engaging in a conversation with another person. 

 
 

I sometimes spend many hours on text messages. 

 
 

I often exchange many text messages in a short period of time. 

 
 

I use text messages even while I am talking with friends. 

 
 

I consider myself a quick typist on cell phones. 
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 I cannot maintain new friendships without text messages. 

 
 

I can’t form any new relationships without using text messages. 

 
 

I think my relationships would fall apart without text messages. 

 
 

Without text messages, I would not be able to contact friends whom I cannot meet on a daily basis. 

 
 

Without text messages , I can’t say what is on my mind.    

 
 

 

 

 

 

Strongly disa-
gree 

Moderately 
disagree 

Neither 
disagree nor 

agree 

Moderately 
agree 

Strongly 
agree 

  
1 
  

  
2 

  
3 

  
4 

  
5 

Strongly disa-
gree 

Moderately 
disagree 

Neither 
disagree nor 

agree 

Moderately 
agree 

Strongly 
agree 

  
1 
  

  
2 

  
3 

  
4 

  
5 

Strongly disa-
gree 

Moderately 
disagree 

Neither 
disagree nor 

agree 

Moderately 
agree 

Strongly 
agree 

  
1 
  

  
2 

  
3 

  
4 

  
5 

Strongly disa-
gree 

Moderately 
disagree 

Neither 
disagree nor 

agree 

Moderately 
agree 

Strongly 
agree 

  
1 
  

  
2 

  
3 

  
4 

  
5 

Strongly disa-
gree 

Moderately 
disagree 

Neither 
disagree nor 

agree 

Moderately 
agree 

Strongly 
agree 

  
1 
  

  
2 

  
3 

  
4 

  
5 



LAGRANGE, ROBINET, & PREUSS | 47 

 

  

I have tried to cut down on the amount of text messages I use. 

 
 

I sometimes worry that life would be boring and empty without text messages. 

 
 

I use text messages to escape from my personal problems/issues or from feeling down. 

 
 

Using text messages breaks up my daily schedule. 

 
 

I use text messages even if I had something else I must do. 
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 APPENDIX B. SOCIAL CUE RECOGNITION TEST 
 

Video Task Questionnaire-Please circle one answer ( T= true or F= false) for each question. 

If you are unsure, make the choice you think is best.  

Harry said the detective show was a good show.          T      F  

After Doris changes the channel, Harry goes to the kitchen for a snack.   T      F  

After she said it was her turn to watch TV, Doris changed the channel.   T      F  

Harry is wearing a robe.        T      F  

Harry shook his fist at Doris because he didn’t like her hairstyle.   T      F  

Harry said he would rather watch Doris’ show.     T      F  

Doris says they should change the channel because it’s time for Harry to go to bed. T      F  

Harry is wearing a suit.        T      F  

Harry is wearing a bright red undershirt.      T      F  

In the beginning of the situation, Harry is happy because he is enjoying his show. T      F  

One of Harry’s goals in this situation is to get Doris to sit down and be quiet.  T      F  

Doris changed the channel because it was her turn to watch TV.    T      F  

Doris’ goal in this situation is to get to sit in Harry’s chair.    T      F  

Harry shakes a fist at Doris.        T      F  

At the end of the scene, Harry felt sad because he was sitting so close to the TV.  T      F  

Harry said he would rather watch a baseball game.     T      F  

After she said it was her turn to watch TV, Doris read a book.    T      F  

Doris’ goal in this situation is to change the channel to her TV show.   T      F  

Harry shook his fist at Doris because she interrupted his show.    T      F  

Doris is wearing eyeglasses.        T      F  

Harry shook his fist at Doris because he was trying to get her attention.   T      F  

Doris changed the channel because she though Harry’s show was obscene.  T      F  

Doris went next door and watched TV.      T      F  

At the end of this scene, Doris felt happy that she had a meaningful talk with Harry. T      F  



LAGRANGE, ROBINET, & PREUSS | 49 

 

 Doris says they should change the channel because it’s her turn to watch a  

program she likes.        T      F  

At the end of the scene, Harry felt disgusted because he had to tell Doris to  

sit down and shut up once again.       T      F  

Doris said 6:30 was the time for her to watch her show.    T      F  

Doris’ goal in this scene was to get Harry to admit he was wrong.   T      F  

At the end of the scene, Harry was worried about what Doris might do.   T      F  

Doris looked at her watch to see what time it was.     T      F  

Doris changed the channel back to Harry’s station because he bullied her.  T      F  

Harry smiled broadly when Doris did as she was told.     T      F  

Doris said, “I get to watch the TV shows I want tomorrow.”    T      F  

Harry’s goal in this scene was to have a meaningful conversation with his wife.  T      F  

Harry did not stand up because Doris came into the room late.    T      F  

When asking to change the channel at the beginning of the scene,  

Doris felt a little nervous.        T      F  
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APPENDIX C. BOETHIUS SELECTION 

 Philosophy concludes that these limited goods are transitory and cannot bring happiness.  On the 

contrary, they are often positively harmful. 

 There is no doubt, therefore, that these are the wrong roads to happiness; they cannot take anyone 

to the destination which they promise.  Let me briefly show you the evils within them.  If you try to accumu-

late money, you must deprive someone else of it.  If you want to cover yourself with honors, you will become 

indebted to those who can bestow them; and, by wishing to outdo others in honor, you will humiliate your-

self by begging. 

 

APPENDIX D. BOETHIUS TEST 

Boethius Questionnaire 

T F 1. Limited goods bring happiness. 

T F 2. If you try to accumulate money, you must deprive someone else of it. 

T F 3. Power brings the risk of treachery. 

T F 4. To cover yourself in honors, you will become indebted to others. 

T F 5. Fame seekers humiliate themselves by begging. 
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People? 
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Abstract—The current study examined the relationships between self-harm, tattooing, piercing, and 
emotion regulation among individuals who engage in body modification. Positive and negative motives 
behind tattooing and piercing were explored, as well as motives behind self-injury for individuals who 
had tattoos and/or piercings. As predicted, relative to people without a history of self-harm, people with a 
history of self-harm endorsed more negative emotion regulation reasons for piercing and tattooing. In 
addition, individuals with a history of self-harm were significantly younger at the time of their first tattoo 
compared to individuals without a history of self-harm.  These results are discussed in terms of possible 
reasons for body modification, including emotion regulation.    
 

Keywords: body modification, non-suicidal self-injury, emotion regulation, self-harm, self-care  

 Body modification involves the deliberate 

alteration of the human body for non-medical rea-

sons. Body modification includes behaviors such as 

tattooing, branding, scarification, transdermal im-

plants, silicon injections, and flesh suspensions and 

pulling (Hicinbothem, Gonsalves, & Lester, 2006). 

The two most common forms of body modification 

are piercings and tattoos.  Mayers and Chiffriller 

(2008) surveyed 661 university students and 

found 51% were pierced and 22% were tattooed. 

These numbers included lower ear lobe piercings 

for men but not women.  

 Tattooing and piercing are practices seen 

across almost every subsection of Western culture 

and arguably worldwide (Carmen, Guitar, & Dillon, 

2012). People engage in tattooing and piercing for 

a variety of reasons, including individualizing 

themselves; beautifying themselves; and identify-

ing themselves with religious groups, cults, gangs, 

or other groups (Greif, Hewitt, & Armstrong, 

1999). Antoszewski, Sitek, Fijalkowsha, Kasielska, 

and Kruk-Jeromin (2010) found the most common 

reasons for tattooing or piercing were to heighten 

individuality, peer pressure, and aesthetic value. 

 Although some forms of body modification 

are becoming more socially acceptable, other 

forms are classified as self-injury. Non-suicidal self

-injury (NSSI) is the deliberate infliction of damage, 

pain, or both to one’s own body without suicidal 

intent (Jefferies, 2000; Selby, Bender, Gordon, 

Nock, & Joiner, 2012). NSSI includes: scratching, 

cutting, burning, carving, bruising, and bone break-

ing. Klonsky (2011) surveyed 439 participants 

who were selected through a random dial survey 

in 48 states and found that the lifetime prevalence 

of NSSI was 5.9%, including 2.7% who had self-

injured five or more times, and the 12-month prev-

alence was 0.9%.  Additional research on NSSI has 

found the average age of onset to be 12.3 years old 

(Ferrara, Terrinoni, & Williams, 2012) and rates of 

NSSI were found to increase over time in a large 

sample of 7th grade girls followed for three years 

(Marshall, Tilton-Weaver, & Stattin, 2013).   

 Some people engage in NSSI for mood regu-

lation (e.g., Marshall et al. 2013; Slee, Arensman, 

Garnefski, & Spinhoven, 2007). In this case, people 

who self-injure experience overwhelming emo-

tions in response to stressful events and engage in 

NSSI to reduce arousal (Nock & Mendes, 2008). 

Fewer people who self-injure report doing so to 

punish themselves, communicate with others/get 

attention, or escape a situation or responsibility 
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 (Klonsky, 2011).  

 Claes, Vandereycken, and Vertommen 

(2005) suggested there may be connections among 

NSSI, body modification (i.e., tattooing and pierc-

ing), and emotion regulation. Specifically, they sug-

gest piercing and tattooing may serve as socially 

accepted forms of self-harming. Favazza (2011) 

noted severe psychopathology is minimal for many 

who engage in body modification.  However, for 

some individuals, tattooing and piercing may serve 

as a replacement for self-inflicted harming behav-

iors.  

 Individuals with a history of self-harm seem 

to develop increased pain tolerance (Bohus et al., 

2000; Hamza, Willoughby, & Armiento, 2014; Kem-

perman et al., 1997; Russ et al., 1992; Russ et al., 

1996; Russ et al., 1999). Consequently, individuals 

who engage in self-harm behaviors early in life 

may more readily “graduate” to regulating their 

emotions with socially acceptable painful experi-

ences such as tattooing and piercing. Given the ear-

ly onset of NSSI, increased pain tolerance, and the 

tendency to regulate painful internal emotional 

experiences with external pain, these individuals 

may seek out tattooing and piercing sooner than 

individuals without a history of NSSI. 

 Claes et al. (2005) examined NSSI, body 

modification (i.e., tattooing and piercing), and emo-

tion regulation among 101 female inpatients diag-

nosed with an eating disorder. Among these pa-

tients, 11.9% had tattoos, 25.7% had piercings, and 

64.9% engaged in one or more types of self-

injuring behavior. Of the tattooed participants, 

33.6% identified significant stressors (e.g., sexual 

abuse, divorce) at the time of their first tattoo. Of 

the pierced participants, 23.1% reported signifi-

cant stressors at the time of their first piercing. Self

-injury had a small negative correlation with the 

presence/absence of piercings and tattoos; that is, 

tattooed and pierced individuals were slightly less 

likely to engage in self-injury. These data suggest 

that, for some individuals, tattooing and piercing 

could be related to regulating emotions during 

times of stress and perhaps even serve a protective 

function, reducing the likelihood of self-injury. This 

study did not, however, directly ask participants 

whether they ever engaged in tattooing and pierc-

ing for emotion regulation reasons. It is also un-

clear whether some individuals from the general 

population also engage in tattooing and piercing 

for emotion regulation reasons. 

 The purpose of the current study was to bet-

ter understand the relationship between self-harm, 

tattooing and piercing, and emotion regulation 

among those members of the population who en-

gage in body modification. Thus, the following hy-

potheses were formed: a) relative to people with-

out a history of self-harm, people with a history of 

self-harm will have more piercings and tattoos; b) 

relative to people without a history of self-harm, 

people with a history of self-harm will endorse 

more reasons for piercing and tattooing relating to 

regulating emotions; c) individuals with and with-

out a history of self-harm are also likely to tattoo 

and pierce for many of the same positive reasons 

(e.g., aesthetic purposes), because tattooing and 

piercing can serve multiple functions within the 

same individual; and d) relative to people without 

a history of self-harm, people with a history of self-

harm will begin tattooing and piercing at a younger 

age. 

 

Method 

Participants 

 Data was gathered from 244 participants 

(47.1% male; 52.5% female) who reported engag-

ing in tattooing, piercing, or both. Ages ranged 

from 18 to 70 years old (M = 31.38, SD = 11.97). In 

terms of race, 79.1% reported Caucasian, 7% re-

ported mixed heritage ethnicity, 6.1% reported 

Latino/ Hispanic, and 7.4% reported their ethnicity 

as “other.” Regarding body modification, 158 

(64.8%) participants reported having both tattoos 

and piercings, 63 (25.8%) reported only having 

tattoos, and 23 (9.4%) reported only having pierc-

ings. When asked about self-harm, 147 (60.2%) 

reported no history of self-harm, whereas 97 

(39.8%) reported a history of self-harm. 

 

Measures 

 A demographics questionnaire was adminis-

tered, which consisted of questions regarding gen-

der, age, and ethnicity. Next, participants complet-

ed the Body Modification and Self-injury Question-

naire (BMSQ), a modified version of the Self-Injury 

Questionnaire (Claes et al., 2005; see also Vander-

linden & Vandereycken, 1997). This measure con-

sists of questions regarding behaviors including 
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 getting tattoos, getting piercings, and/or engaging 

in various forms of self-harm (e.g., cutting). Partici-

pants were also asked about when they last en-

gaged in each activity.  Participants rated their rea-

sons for tattooing, piercing, or engaging in self-

harm behaviors in terms of their importance on a 5

-point scale (1 = not at all important; 5 = extremely 

important).   

 The BMSQ has two subscales. The negative 

emotion regulation subscale includes the following 

ten items: to get in a trance-like state, to avoid/ 

diminish suicidal thoughts, to make myself unat-

tractive, to escape from a trance-like state, to 

avoid/ diminish negative feelings, to punish myself, 

to get attention from others, to show myself I’m 

strong, to show others I’m strong, and to cope with 

a stressful event.  The positive reasons subscale 

includes the following four items: to enjoy, to ex-

press my independence, because I like the look of 

it, and because I wanted one. Means were calculat-

ed for each subscale. For each subscale, scores 

could range from 1 (not at all important) to 5 

(extremely important). Participants completed the 

negative emotion regulation items and positive 

items after responding “yes” to having tattoos, hav-

ing piercings (not including lower earlobes), and/

or engaging in self-harm behavior. For example, a 

participant who had tattoos, who had piercings, 

and who engaged in self-harm would rate their 

reasons for engaging each behavior separately. 

 

Procedure 

 The study was approved by the Institutional 

Review Board. Participants were recruited through 

Facebook advertisements, introductory psychology 

classes, and flyers on campus. All questions were 

administered via Survey Monkey. Participants read 

and agreed to the informed consent form. Next, 

participants completed the demographics ques-

tionnaire. Participants then completed the BMSQ. 

At the end of the study, participants were given 

information for mental health resources to facili-

tate assistance if they were experiencing distress. 

 

Results 

Frequency of Tattooing and Piercing 

 It was hypothesized that, relative to people 

without a history of self-harm, people with a histo-

ry of self-harm would have more piercings and tat-

toos. People with a history of self-harm (M = 6.65, 

SD = 8.54) and people without a history of self-

harm (M = 6.42, SD = 8.42) reported similar fre-

quency of tattooing, t(228) = -.20, p = .84. The num-

ber of tattoos reported by people with a history of 

self-harm ranged from 0 to 46; the number of tat-

toos reported by people without a history of self-

harm ranged from 0 to 50.  Similarly, people with a 

history of self-harm (M = 2.51, SD = 3.57) and peo-

ple without a history of self-harm (M = 2.15, SD = 

3.21) reported similar frequency of piercing, t

(232) = 0.81, p = .42. The number of piercings re-

ported by people with a history of self-harm 

ranged from 0 to 19; the number of piercings re-

ported by people without a history of self-harm 

ranged from 0 to 20.   

 

Reasons for Tattooing and Piercing 

 It was hypothesized that, relative to people 

without a history of self-harm, people with a histo-

ry of self-harm would endorse more reasons for 

piercing and tattooing relating to regulating emo-

tions. Levene’s test for equality of variances was 

found to be violated for the comparison of individ-

uals with and without a history of self-harm for 

endorsement of negative emotion regulation rea-

sons for tattooing, F(1, 206) = 5.36, p = .02. Given 

this violated assumption, a t statistic not assuming 

homogeneity of variance was utilized. Consistent 

with hypotheses, people with a history of self-harm 

(M = 1.49, SD = 0.48) endorsed more negative emo-

tion regulation reasons for tattooing than people 

without a history of self-harm (M = 1.28, SD = 

0.38), t(149.85) = 3.24, p = .001.   

 Levene’s test for equality of variances was 

found to be violated for the comparison of individ-

uals with and without a history of self-harm for 

endorsement of negative emotion regulation rea-

sons for piercing, F(1, 157) = 14.18, p = .001. Given 

this violated assumption, a t statistic not assuming 

homogeneity of variance was utilized. Compared to 

people without a history of self-harm (M = 1.13, SD 

= 0.24), people with a history of self-harm (M = 

1.27, SD = 0.36) endorsed more negative emotion 

regulation reasons for piercing, t(104.54) = 2.59, p 

= .01. 

 It was hypothesized that individuals with 

and without a history of self-harm would tattoo 

and pierce for many of the same positive reasons 
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 (e.g., aesthetic purposes), because tattooing and 

piercing can serve multiple functions within the 

same individual. There were no differences be-

tween people with (M = 4.15, SD = 0.70) and with-

out a history of self-harm (M = 4.00, SD = 0.73) 

with regard to positive reasons for tattooing, t

(213) = 1.47, p = .14.  However, contrary to predic-

tions, people with a history of self-harm (M = 4.07, 

SD = 0.82) endorsed more positive reasons for 

piercing than people without a history of self-harm 

(M = 3.79, SD = 0.83), t(162) = 2.17, p = .03. 

 

Age at Time of First Tattoos and Piercings 

 It was hypothesized that, relative to people 

without a history of self-harm, people with a histo-

ry of self-harm would report tattooing and piercing 

at a younger age. Levene’s test for equality of vari-

ances was found to be violated for the comparison 

of individuals with and without a history of self-

harm for age of first tattoo, F(1, 216) = 6.61, p 

= .01. Given this violated assumption, a t statistic 

not assuming homogeneity of variance was uti-

lized. Individuals with a history of self-harm (M = 

20.92, SD = 8.55.) were significantly younger at the 

time of their first tattoo compared to individuals 

without a history of self-harm (M = 23.94, SD = 

12.33), t(215.58) = -2.16, p = .034. However, no 

differences were found between individuals with 

(M = 20.19, SD = 10.33.) and without (M = 20.22, SD 

= 10.21.) a history of self-harm regarding the age at 

which they got their first piercing, t(165) = -0.019, 

p = .99.   

 

Discussion 

 The number of individuals who reported a 

history of self-harm was surprisingly high at 

39.8%. As previously stated, in the general popula-

tion, there is a life-time prevalence of 5.9% for self-

injury (Klonsky, 2011). In a study conducted by 

Stirn and Hinz (2008), 27% of their participants 

reported a history of self-cutting and 13% ceased 

this behavior when they began tattooing and/or 

body piercing. The participants of the Stirn and 

Hinz study were gathered through a questionnaire 

published in a 2002 copy of a German tattooing 

and piercing magazine, Taetowiermagazin. Stirn 

and Hinz’s data, combined with our data, suggest 

higher lifetime prevalence rates of self-harm may 

be present in the population of individuals who 

engage in body modification; however, more re-

search is needed to better understand this issue. It 

is unclear to what extent these elevations are due 

to factors relating to different methods of assessing 

self-harm across studies versus factors specific to 

the subgroup of individuals who engage in body 

modification. From the perspective of this study, 

greater problems with emotion dysregulation 

among some individuals who engage in body modi-

fication may contribute to more self-harm within 

this population, but other factors may play a role as 

well (e.g., models who engage in self-injury may be 

more readily available within the subculture of 

individuals who engage in tattooing and piercing). 

 The first hypothesis proposed that, relative 

to people without a history of self-harm, people 

with a history of self-harm will have more pierc-

ings and tattoos. Inconsistent with this hypothesis, 

relative to people without a history of self-harm, 

people with a history of self-harm did not have 

more piercings and tattoos. Both groups reported 

having about 6 or 7 tattoos and 2 or 3 piercings. 

Future research is needed to determine whether 

these groups might be differentiated by other fac-

tors about their piercing and tattooing such as size, 

content, and location on the body. Research could 

also examine the amount of tattoo work and pierc-

ings individuals from each group can handle in one 

sitting; that is, if individuals with a history of NSSI 

have higher pain tolerance, they may engage in 

more body modification per session.  

 The second hypothesis proposed that, rela-

tive to people without a history of self-harm, peo-

ple with a history of self-harm will endorse more 

reasons for piercing and tattooing relating to regu-

lating negative emotions. This hypothesis was sup-

ported by the data. For some individuals, piercing 

and tattooing may serve an emotion regulation 

function similar to self-injury. Some individuals 

may even “graduate” from self-injury to piercing 

and tattooing as they seek to regulate their nega-

tive emotions. 

 The third hypothesis predicted that individ-

uals with and without a history of self-harm will 

endorse many of the same positive reasons (e.g., 

aesthetic purposes) for tattooing and piercing. As 

expected, the groups did not differ in terms of posi-

tive reasons for tattooing. Tattooing can be moti-

vated by a variety of positive reasons, even among 
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 individuals who are also motivated by negative 

reasons. Individuals with a history of self-harm 

reported more positive reasons for piercing than 

individuals without a history of self-harm. This 

unexpected finding could be due to chance and 

needs replication.   

 Importantly, irrespective of history of self-

harm, participants much more strongly endorsed 

the positive reasons for tattooing and piercing 

(rated, on average, as “very important”) relative to 

the negative emotion regulation reasons (rated, on 

average, as “not at all important”).   For most peo-

ple, tattooing and piercing are not activities pri-

marily motivated by attempts at emotion regula-

tion. Although some people may tattoo and pierce 

during times in which they are feeling distressed, 

many tattoo in times of happiness or for other rea-

sons not tied to distress (e.g., expressing individu-

ality).  

 The final hypothesis proposed that, relative 

to people without a history of self-harm, people 

with a history of self-harm will begin tattooing and 

piercing at a younger age. Consistent with this hy-

pothesis, people with a history of self-harm began 

tattooing almost three years earlier than people 

without a history of self-harm. Attempts to regulate 

emotions earlier in life through self-injury (e.g., 

Ferrara et al., 2012; Marshall et al., 2013) may fa-

cilitate engaging in tattooing and piercing at a 

younger age.   

 Importantly, at least 18% of participants 

with a history of self-harm (17 out of 97 partici-

pants) reported continued engagement in self-

harming behaviors at the time of completing the 

survey; this number is likely to be an underestima-

tion, given that 31% of the individuals with a histo-

ry of self-harm (30 out of 97) did not provide this 

information. Said differently, of the 67 participants 

with a history of self-harm who answered the 

question about current self-harm, 25% (17 out of 

67) endorsed the continuance of this behavior. 

Moreover, it appears that a meaningful number of 

individuals who have tattoos and piercings contin-

ue to self-harm.     

 The current study has a number of limita-

tions. Unfortunately, like most studies in this area, 

this study is a cross-sectional, retrospective self-

report study. Longitudinal methodologies would be 

a more desirable approach for understanding the 

factors involved in the decisions to tattoo and 

pierce and how these behaviors related to any self-

injurious behaviors over time. Additionally, the self

-injury group and the group without self-injury are 

likely to differ in a number of ways beyond these 

behaviors and their reasons for piercing and tat-

tooing; we cannot make conclusions about causa-

tion based upon our research design. Finally, as 

this was a correlational design, we were unable to 

determine direction of causality. Additional re-

search is needed to better understand this issue. 

 The vast majority of our sample engaged in 

tattooing; relatively few individuals engaged in 

piercing only. Future research may wish to explore 

whether important differences exist between indi-

viduals who pierce but never tattoo. Additionally, 

only four positive reasons for tattooing and pierc-

ing were included, consistent with Claes et al. 

(2001). Future research should include more posi-

tive reasons for tattooing (e.g., group identification, 

remembrance, religious, increased feelings of self-

esteem and attractiveness) consistent with the 

broader literature (Aizeman & Conover Jensen, 

2011; Albin, 2006; Schulz, Karshin, & Woodiel, 

2006; Stirn & Hinz, 2008.)   

 In summary, people with a history of self-

harm endorsed more negative emotion regulation 

reasons for piercing and tattooing than their coun-

terparts without a history of self-harm. Thus, some 

individuals with a history of self-harm may regu-

late painful emotions by engaging in some form of 

body modification. Nevertheless, individuals with a 

history of self-harm reported predominantly posi-

tive reasons for engaging in body modification. 

Rates of NSSI were high in this population, suggest-

ing that additional research examining the links 

among NSSI, emotion regulation, and body modifi-

cation is warranted. 
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Abstract—Muscle dysmorphia (MD) is a form of body dysmorphic disorder for which an individual 
becomes extremely preoccupied with muscularity and, in an effort to achieve a desired body physique, 
one engages in exercise and dietary behaviors negatively impacting functioning or causing significant 
distress. This study examined the psychosocial correlates of MD symptomatology in a collegiate male 
population. One hundred and twenty collegiate males (mean age = 23.24 years; mean body mass index = 
24.86 kg/m2) completed assessments of the following: MD, eating disorder symptomatology, teasing 
history, physique anxiety, and quality of life related to general health. Pearson correlations illustrated 
statistically significant associations between symptoms of MD and eating disorder symptoms, general and 
weight-related teasing, and quality of life. Males who frequently exercised, compared to those who 
infrequently exercised, reported greater exercise dependence and size/symmetry concerns on the MD 
assessment. These findings support previous literature demonstrating similarities between MD 
symptoms and eating disorder symptoms, and extend the literature by suggesting a history of 
underweight-related and general teasing might be related to later symptoms of MD. Future longitudinal 
research is necessary to determine causal relationships, if any, among MD, eating disordered behaviors 
and attitudes, and teasing.    
 

Keywords: males, college, muscle dysmorphia, body image, exercise, teasing, eating disorders  

 Much of the body image literature focuses 

on females. Male representation and internaliza-

tion of body image norms, however, are equally 

important because males suffer from eating and 

weight-related disorders at alarming rates 

(Weltzin et al., 2005). One extreme form of body 

dissatisfaction impacting males is muscle dysmor-

phia (MD). MD is a specifier of body dysmorphic 

disorder (BDD), in which an individual becomes 

unusually preoccupied with his or her muscularity 

(American Psychiatric Association [APA], 2013; 

Pope, Gruber, Choi, Olivardia, & Phillips, 1997). As 

described by Pope and colleagues, individuals with 

MD engage in excessive weight training, are overly 

concerned with their diet, and often use perfor-

mance enhancing substances to achieve their de-

sired body shape. Additionally, they often forgo 

social or occupational activities to maintain their 

workout schedule and experience significant dis-

tress/anxiety about being too small or not muscu-

lar enough. In order for a MD diagnosis to be made, 

these behaviors must cause significant distress or 

impair social or occupational functioning. Health 

risks such as steroid use and overtraining injuries 

are common among persons diagnosed with MD 

(Parent, 2013).   

 Progress toward better understanding the 

causes and correlates of MD has been made since it 

was first described in the early-mid 1990s. Much of 

the research has focused on characterizing the sim-

ilarities and differences between MD and eating 

disorders (EDs). For example, Olivardia, Pope, and 

Hudson (2000) found that men (ages 18-30 years) 

with MD had a significantly greater lifetime history 

of EDs including anorexia nervosa (AN), bulimia 

nervosa (BN), and binge eating disorder (BED).  

Researchers have also attempted to better under-

stand the relationship between MD and EDs using 
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 the transdiagnostic model of EDs (Murray et al., 

2012). The transdiagnostic model of EDs assumes a 

common factor across all symptom presentations 

of EDs is an underlying over-evaluation of body 

shape, weight, and eating (Fairburn, Cooper, & 

Shafran, 2003). Among undergraduate male college 

students, Murray and colleagues (2012) found sev-

eral transdiagnostic ED constructs, including per-

fectionism, low self-esteem, and mood intolerance 

all predicted symptoms of MD. This research shows 

the importance of continuing to study the function-

al relationship between MD and EDs, particularly 

among young adult males. Despite the strong rela-

tionship between eating disordered behavior/

attitudes and symptoms of MD, however, it re-

mains a type of body dysmorphia, not an ED per se 

(APA, 2013). 

 The causal risk factors for MD are relatively 

unknown. In contrast, within the general eating 

disorder literature, research has shown eating dis-

ordered behaviors in women are related to experi-

encing a history of weight-related teasing 

(Neumark-Sztainer et al., 2010; Olvera, Dempsey, 

Gonzales, & Abrahamson, 2013; Suisman, Slane, 

Burt, & Klump, 2008). For example, Quick, 

McWilliams, and Byrd-Bredbrenner (2013) found 

eating disordered behaviors assessed with the Eat-

ing Disorder Examination Questionnaire (EDE-Q; 

Fairburn & Beglin, 2008) were significantly higher 

in women who had previously experienced weight-

related teasing as assessed with the Perception of 

Teasing Scale (POTS; Thompson, Cattarin, Fowler, 

& Fisher,1995). Similar findings have been found 

among men. Schuster, Negy, and Tantleff-Dunn 

(2011) found that prior negative weight and shape 

commentary was significantly correlated with eat-

ing pathology, body dissatisfaction, and dietary 

behaviors in undergraduate males. It is to the au-

thors’ knowledge that no studies have examined 

the relationship between having a teasing history, 

particularly experiencing teasing for being under-

weight (versus overweight), and later MD sympto-

matology among young adult males. 

 The reviewed literature demonstrates that, 

although some correlates of MD among young 

adult males are known (e.g., general ED sympto-

matology), other correlates remain understudied 

(i.e., teasing history). The purpose of this study, 

therefore, was to replicate and extend existing re-

search on the psychosocial correlates of MD among 

young adult males. Specifically, four hypotheses 

were formed: a) symptoms of MD will be positively 

correlated with ED symptomatology among colle-

giate males; b) underweight-related teasing history 

and fear about appearance evaluation will be sig-

nificantly positively associated with MD symptoms; 

c) greater endorsement of MD symptoms will be 

associated with lower aspects of quality of life; and 

d) collegiate males who participate in any level of 

sport and/or those who regularly exercise, com-

pared to non-exercise/sport participants, will ex-

perience greater MD symptomatology.  

Table 1.  
Participant Demographics 

 

Variable Mean (SD) 
Age (years) 23.24 (7.22) 
BMI (kg/m2) 24.86 (3.94) 

Ethnicity (%) 
Caucasian 
African American 
Hispanic 
Native Hawaiian 
Asian 
Multi-ethnic 
Unknown/Did not answer 

  
60.0% 
20.0% 
8.3% 
1.7% 
3.3% 
8.3% 
6.7% 

Gym attendance days/week 3.42 days (1.76) 

Gym attendance minutes/day 67 minutes (35.87) 

Weight training days/week 3.22 days (1.58) 

Weight training minutes/day 48.19 minutes (32.6) 
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Method 

Participants  

 Participants included 120 males recruited 

through undergraduate psychology courses and a 

university recreation center. Participant demo-

graphic characteristics are presented in Table 1. 

There were no statistically significant differences 

on demographic characteristics (all ps > 0.05) be-

tween participants recruited through either meth-

od; therefore, the samples were combined for all 

analyses.  

 

Materials and Procedure 

 Upon providing informed consent, partici-

pants were asked to complete an online, anony-

mous, self-report survey including assessments of 

MD symptomatology, disordered eating behaviors 

and attitudes, weight-related and general teasing 

history, fear of appearance evaluation, sports par-

ticipation, exercise habits, and health-related quali-

ty of life. Participants recruited through psychology 

courses received extra course credit for their par-

ticipation. Those participants recruited through the 

university recreation center completed paper and 

pencil versions of the self-report assessments and 

received $10 for participation. All study proce-

dures were reviewed and approved by the univer-

sity Institutional Review Board. The assessments 

used are described below. 

 Demographic Questionnaire. Participant 

demographics were assessed with a self-report 

measure of age, ethnicity, height (feet, inches), and 

weight (pounds). Body mass index (BMI; kilo-

grams/meters2) was computed from self-reported 

height and weight values. 

 Exercise Frequency Assessment. Partici-

pants were asked a series of questions about exer-

cise in order to assess the type and frequency of 

physical activity. First, participants were asked, 

“Do you currently participate in an organized 

sport?” Participants endorsed one or more of the 

following response options: no, recreational sport 

league, intramural sport league, or collegiate 

sports. Next, participants were asked, “How many 

days per week do you attend the gym?” and re-

sponded by indicating a number between 0 and 7 

days. Participants were also asked the following 

questions: a) “On average, how many minutes do 

you attend the gym per session?”; b) “How many 

days per week do you weight train?”; c) “On aver-

age, how many minutes do you weight train per 

session?”; and d) “For how many years have you 

weight trained?.” Males who participated in any 

organized sport and/or who trained three or more 

days per week were operationalized as “high fre-

quency exercisers.” Men who did not participate in 

organized sports or trained zero, one, or two times 

per week were classified as “low frequency exercis-

ers.” 

 Muscle Dysmorphia Inventory. The Mus-

cle Dysmorphia Inventory (MDI; Rhea, Lantz, & 

Cornelius, 2004) is a 27-item self-report question-

naire that assesses MD symptoms such as body 

image and eating concerns. There are six subscales: 

size/symmetry, physique protection, exercise de-

pendence, supplemental use, dietary behavior, and 

pharmacological use. When completing the survey, 

participants were asked to rank themselves on sev-

eral questions for each subscale, with questions 

measured on a six-point Likert scale ranging from 

1 (never) through 6 (always). Higher MDI scores 

indicate greater severity of MD symptoms. The au-

thors recommend retaining each subscale rather 

than computing a composite score for the measure.  

 Eating Disorder Examination Question-

naire. The EDE-Q (Fairburn & Beglin, 2008), is a 

36-item, adapted self-report version of the Eating 

Disorder Examination. This measure assesses the 

frequency and occurrences of disordered eating 

behaviors and attitudes across four subscales 

(dietary restraint, shape concerns, weight con-

cerns, and eating concerns) and a global score over 

the previous 28-day period. Participants’ answers 

were ranked on a seven-point Likert scale ranging 

from 0 (not one day) through 6 (everyday); thus, 

higher EDE-Q scores indicate a greater severity of 

eating disordered behaviors and attitudes.  

 Perception of Teasing Scale-Underweight. 

Participants were asked to complete the Percep-

tion of Teasing Scale-Underweight (POTS-U; 

Lundgren, Anderson, Thompson, Shapiro, & Pau-

losky, 2004), which assesses one’s experience and 

perception of teasing related to being underweight, 

as well as general competency-based teasing. For 

endorsed items, participants were asked to rate the 

impact of the teasing on a six-point Likert scale 

ranging from 1 (never/not upset) through 6 (very 
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 often/very upset). The scale yields four subscales: 

underweight-related teasing events, underweight-

related teasing impact, competency-related teasing 

events, and competency-related teasing impact. 

Higher scores indicate either greater frequency of 

teasing events experienced or greater impact of 

those teasing events on the individual. 

 Fear of Negative Appearance Evaluation. 

The Fear of Negative Appearance Evaluation 

(FNAES; Lundgren, Anderson, & Thompson, 2004) 

is an 8-item measure, which examines apprehen-

sion about appearance evaluation. Participants 

were asked to rank their answers on a five-point 

Likert scale ranging from 1 (not at all) through 5 

(extremely), with higher scores indicative of more 

distress related to the evaluation of one’s appear-

ance by others. 

 Short Form-36 Health Survey. General 

health-related quality of life was assessed with the 

Short Form-36 Health Survey (SF-36; Ware, Snow, 

Kosinski, & Gandek, 1993). This assessment is di-

vided into eight subscales, which include physical 

functioning, role limitations due to physical prob-

lems, bodily pain, general health, vitality, social 

functioning, role limitations due to emotional prob-

lems, and mental health.  

 The online survey was designed so assess-

ments were administered in the following order: 

exercise frequency assessment, demographic ques-

tionnaire, MDI, EDE-Q, FNEAS, POTS-U, and the SF-

Table 2.  
Association between Muscle Dysmorphia and Eating Disorder Symptoms

 
Note. ns = not significant, p >  .49. All significance values are for two-tailed tests. 
a Subscales of the Muscle Dysmorphia Inventory.  
b Subscales of the Eating Disorder Examination Questionnaire. 

  1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 

1. Dietary Behav-
ior a 

1.00                     

2. Supplemental 
Use a 

r = .26 

p = .009 

1.00                   

3. Physique Pro-
tection a 

r= .13 

ns 

r = .17 

ns 

1.00                 

4. Exercise De-
pendence a 

r = .43 

p < .001 

r= .49 

p < .001 

r = .16 

ns 

1.00               

5.Size/ 

Symmetry a 

r = .38 

p < .001 

r = .63 

p < .001 

r = .18 

ns 

r = .58 

p < .001 

1.00             

6. Pharmacologi-
cal Use a 

r = .21 

p = .046 

r = .35 

p < .001 

r = .32 

p = .002 

r = .17 

ns 

r = .29 

p = .004 

1.00           

7. Restraint b r = .27 

p = .008 

r = .09 

ns 

r = .27 

p = .010 

r = .20 

p = .052 

r = .22 

p = .036 

r = .11 

ns 

1.00         

8. Shape Concern 
b 

r = -.04 

ns 

r = -.11 

ns 

r = .37 

p < .001 

r = -.04 

ns 

r = .04 

ns 

r =-.02 

ns 

r = .53 

p < .001 

1.00       

9. Weight Con-
cern b 

r = -.04 

ns 

r = -.09 

ns 

r = .43 

p < .001 

r = -.04 

ns 

r = .01 

ns 

r = .12 

ns 

r = .48 

p < .001 

r = .88 

p < .001 

1.00     

10. Eating Con-
cern b 

r = .05 

ns 

p = -.03 

ns 

r = .47 

p < .001 

r = .03 

ns 

r = .05 

ns 

r = .22 

p = .036 

r = .45 

p < .001 

r = .61 

p <.001 

r = .72 

p < .001 

1.00   

11. Global b r = .06 

ns 

r = -.05 

ns 

r = .44 

p < .001 

r = .04 

ns 

r = .09 

ns 

r = .12 

ns 

r = .73 

p < .001 

r = .92 

p <.001 

r = .92 

p < .001 

r = .80 

p <.001 

1.00 
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 36 Health Survey. In order to keep the order 

presentation the same between participant sub-

groups, surveys were not counterbalanced when 

presented to the participants who were recruited 

from the recreation center. 

 

Results 

Statistical Analyses 

 To test hypotheses one, two, and three, biva-

riate Pearson correlations were run between the 

MDI subscale sores and the EDE-Q subscales, POTS

-U subscales, FNAES, and SF-36 subscales. 

Resampling was conducted with each correlation 

analysis to account for multiple comparisons and 

inflated Type I error rate. T-tests with manual ad-

justment of alpha level of significance for multiple 

comparisons were run to test hypothesis four. 

Males participating in any level sport and/or males 

who endorsed exercising three or more times per 

week were compared to males who exercised less 

than three times per week.  

 

Association between Muscle Dysmorphia and 

Eating Disorder Symptoms 

 As illustrated in Table 2, the MDI dietary 

behavior subscale was significantly positively cor-

related with the EDE-Q restraint subscale. The MDI 

physique protection subscale was significantly pos-

itively correlated with the EDE-Q restraint, shape 

concern, weight concern, and eating concern sub-

scales, as well as the global score. The MDI exercise 

dependence subscale was significantly positively 

correlated with the EDE-Q restraint subscale. The 

MDI size/symmetry subscale was significantly pos-

itively correlated with the EDE-Q restraint sub-

scale. The MDI pharmacological use subscale was 

significantly positively correlated with the EDE-Q 

eating concern subscale. The MDI supplemental 

use subscale was not significantly correlated with 

any EDE-Q subscales. 

 

Associations between Muscle Dysmorphia 

Symptoms and Teasing History and Appearance 

Anxiety 

 Correlations between MD symptoms, teasing 

history, and appearance anxiety are presented in 

Table 3. The MDI supplemental use subscale was 

significantly positively correlated with the POTS-U 

frequency of underweight-related teasing events, 

impact of underweight-related teasing, and impact 

of competency-related teasing subscales. The MDI 

exercise dependence subscale was significantly 

positively correlated with underweight-related 

teasing events. The MDI size/symmetry subscale 

was significantly positively correlated with under-

weight-related teasing events, underweight-related 

teasing impact, and competency-related teasing 

impact. The MDI pharmacological use subscale was 

significantly positively correlated with the under-

weight-related teasing impact. The MDI physique 

protection subscale was not significantly correlat-

ed with any teasing subscale. Physique protection 

was the only MDI subscale to significantly correlate 

with appearance anxiety as measured by the 

FNEAS.  

 

Association between Muscle Dysmorphia and 

Quality of Life 

 Three statistically significant correlations 

emerged between MD symptoms and quality of life. 

The MDI physique protection subscale was nega-

tively associated with general health (r = -.31, p 

= .003), the supplemental use subscale was nega-

tively associated with bodily pain (r = -.22, p 

= .037), and the pharmacological use subscale was 

negatively associated with physical functioning (r = 

-.27, p = .011). The dietary behavior, exercise de-

pendence, and size/symmetry subscales were not 

significantly correlated with any SF-36 subscales. 

 

Comparison of Males Engaged in High Sport/

Exercise Participation to Low Sport/Exercise 

Participation on Muscle Dysmorphia Symptoms 

 Frequent exercisers and sports participants 

(n = 88) were compared to infrequent exercisers (n 

= 31) on the MDI subscale scores. To correct for 

multiple comparisons, the level of significance was 

considered p = .008 (.05/6). The MDI exercise de-

pendence and size/symmetry subscales remained 

significantly different between groups after cor-

recting for multiple comparisons. Specifically, fre-

quent exercisers scored significantly higher than 

infrequent exercisers on the MDI exercise depend-

ence subscale, t(114) = 5.01, p < 0.001. As well, 

frequent exercisers scored significantly higher than 

less frequent exercisers on the MDI size/symmetry 

subscale, t(117) = 3.40, p < 0.01. 
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Discussion 

 This study aimed to examine the relation-

ship among symptoms of muscle dysmorphia and 

eating disorders, teasing history, physical appear-

ance anxiety, and physical and mental quality of life 

in a collegiate male population. Additionally, it 

sought to compare collegiate males who frequently 

engage in exercise and sport behaviors to those 

who infrequently engage in exercise on symptoms 

of muscle dysmorphia. 

 Similar to previous literature demonstrating 

a relationship between muscle dysmorphia and 

eating disorder pathology (e.g., Murray et al., 

2012), we found significant associations between 

several muscle dysmorphia and eating disorder 

symptoms as measured by the MDI and the EDE-Q. 

Importantly, we found physique protection, a con-

struct assessing efforts to hide perceived physical 

defects or muscularity of one’s body from others, 

was significantly positively correlated with all of 

the EDE-Q subscales. This means the more one 

seeks to hide one’s body from others, the more he 

or she reports broad eating disorder symptomatol-

ogy, including efforts to restrict food intake and 

body image concerns. Additionally, exercise de-

pendence, size/symmetry, and dietary behaviors of 

the MDI were all significantly positively correlated 

with the restraint subscale of the EDE-Q, which 

measures attempts to control dietary intake. Phar-

macological use (MDI) and eating concerns (EDE-

Table 3.  

Associations between Muscle Dysmorphia Symptoms, Teasing History, and Appearance Anxiety 

 
Note. ns > not significant, p >  .49. All significance values are for two-tailed tests. 
a. Subscales of the Muscle Dysmorphia Inventory,  
b Subscales of the Perception of Teasing Scale—Underweight. 
c Total score of the Fear of Negative Appearance Evaluation Scale.  

  1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 

1. Dietary 
Behavior a 

1.00                     

2. Supple-
mental Use a 

r = .48 

p < .001 

1.00                   

3. Physique 
Protection a 

r = .18 

ns 

r = .12 

ns 

1.00                 

4. Exercise 
Dependence a 

r = .57 

p < .001 

r = .52 

p < .001 

r = .06 

ns 

1.00               

5. Size/
Symmetry a 

r = .46 

p < .001 

r = .68 

p < .001 

r = .07 

ns 

r = .56 

p < .001 

1.00             

6. Pharmaco-
logical Use a 

r = .23 

p = .014 

r = .36 

p = .001 

r = .39 

p < .001 

r = .18 

ns 

r = .30 

p = .009 

1.00           

7. Weight Fre-
quency b 

r = .13 

ns 

r = .34 

p = .002 

r = -.03 

ns 

r = .27 

p = .017 

r = .34 

p = .002 

r = .17 

ns 

1.00         

8. Weight Ef-
fect b 

r = .13 

ns 

r = .36 

p = .011 

r = .02 

ns 

r .21 

ns 

r = .35 

p = .002 

r = .30 

p = .007 

r = .49 

p < .001 

1.00       

9. Competency 
Frequency b 

r = -.03 

ns 

r = .01 

ns 

r = .14 

ns 

r = .13 

ns 

r = .14 

ns 

r = .20 

ns 

r = .34, 

p = .002 

r = .24 

p = .031 

1.00     

10. Competen-
cy Effect b 

r = .20 

ns 

r = .28 

p = .013 

r = .13 

ns 

r = .21 

ns 

r = .26 

p = .020 

r = .20 

ns 

r = .10 

ns 

r = .01 

ns 

r = -.31 

p = .006 

1.00   

11. Appear-
ance Anxiety c 

r = .14 

ns 

r = .09 

ns 

r = .37 

p = .001 

r = .01 

ns 

r = .12 

ns 

r = .19 

ns 

-- -- -- -- 1.00 
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 Q) were also significantly positively correlated. 

These findings, consistent with previous literature 

finding an association between MD and a history of 

disordered eating behavior (e.g., Olivardia et al., 

2000), suggest there is an association between MD 

and eating disorder symptoms in collegiate males, 

particularly related to the need to hide or disguise 

one’s physical appearance. 

 To the authors’ knowledge, the relationship 

between teasing history, particularly underweight-

related teasing, and current symptoms of MD has 

not been examined. Results from the current study 

showed the frequency of underweight-related teas-

ing and the emotional impact of such teasing were 

strongly associated with symptoms of MD. Of note, 

the emotional impact of weight-related teasing was 

associated with pharmacological use, which has 

particularly adverse outcomes associated with 

abuse of anabolic steroids (Pope et al., 2005). The 

emotional impact of teasing as a result of compe-

tency (not related to weight) was associated with 

supplemental use and size/symmetry. Frequency 

of competency teasing was not associated with any 

symptoms of MD. This is important because it sug-

gests a history of teasing, particularly frequency 

and impact of teasing about being underweight, 

might put males at risk for developing symptoms of 

MD later in life. Surprisingly, there was no associa-

tion between teasing history (underweight or com-

petency-based) and physique protection, despite 

the strong relationship between physique protec-

tion and eating disordered symptomatology and 

fear of negative appearance evaluation. It is possi-

ble, however, that higher scores on physique pro-

tection are associated with trait anxiety, which is 

often high among individuals with disordered eat-

ing behavior (Brown, Haedt-Matt, & Keel, 2011; 

Lule  et al., 2014) and would be expected to corre-

late with fear of negative appearance evaluation, 

but not necessarily a history of being teased. The 

current study was not designed to evaluate a 

cause/effect relationship between teasing and MD, 

but indicates that future longitudinal research 

should include underweight-related teasing histo-

ries as a risk factor for MD. 

 Not surprisingly, three subscales of the MDI 

(physique protection, supplemental use, and phar-

macological use) were negatively associated with 

aspects of physical and/or mental quality of life. In 

particular, physique protection was negatively as-

sociated with general health, supplemental use was 

negatively associated with bodily pain, and phar-

macological use was negatively associated with 

physical functioning. These findings highlight the 

importance of further studying the impact of MD 

on quality of life, particularly physical aspects of 

quality of life, of those who suffer from it.   

 Finally, as expected, males who engaged in 

frequent sport/exercise behaviors reported signifi-

cantly higher scores on exercise dependence and 

size/symmetry subscales of the MDI compared to 

infrequent exercisers. Exercise dependence items 

assess maintenance of strict workout schedule, 

feelings about missing a workout or taking a day 

off from working out, and working out to maximize 

development of muscle mass. Size/symmetry items 

assess preoccupation with muscular appearance 

and beliefs about having more or less muscle mass. 

Notably, these groups did not differ on the sub-

scales of diet, supplemental use, physique protec-

tion, or pharmacological use. It seems MD behav-

iors of “dependence” on exercise and preoccupa-

tion with muscular appearance and muscle mass 

do not spill over to the domains of diet and supple-

ment and pharmacological use for this group of 

weight trainers. 

 Taken together, these findings suggest 

symptoms and behaviors characteristic of MD as-

sessed in a non-clinical sample have negative im-

plications for aspects of quality of life and negative 

associations with disordered eating behaviors and 

attitudes. College campuses are in a unique posi-

tion to promote healthy body image among males, 

similar to programs that are already in place for 

females (e.g., The Body Project [Stice, Shaw, Bur-

ton, & Wade, 2006]). Despite the important associ-

ations found in the study, the results should be in-

terpreted with caution. In particular, the order of 

assessment presentation was not counterbalanced 

and questions about physical activity were asked 

first. It is possible questions about physical activity 

could influence subsequent responses, particularly 

for those males with higher symptoms of muscle 

dysmorphia. Additionally, this study is limited by a 

convenience sample of males not suffering from 

clinical MD and by a cross-sectional design. None-

theless, the results remain important because they 

replicate and extend the previous literature. Future 
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 studies should investigate these psychosocial cor-

relates of MD in a longitudinal study design, iden-

tify protective factors against symptoms of MD, 

and develop prevention or intervention programs 

targeting males at risk for developing or suffering 

 from MD. 
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National Academy of Sciences Award for Scientific Reviewing and the Howard Crosby Warren Medal from 
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Miller:  

The Journal of Psychological Inquiry pub-

lishes undergraduate student research. In 

addition, there is a Special Features section 

that provides a forum for student essays on 

topical issues and also features, from time-to

-time, interviews with distinguished psy-

chologists. We have asked you for this inter-

view in order to explore your experiences 

and thoughts on the role of undergraduate 

research in teaching. The interview is pri-

marily designed for students, and secondari-

ly for faculty. The three students who will be 

conducting this interview are Britaini Delbo, 

Megan Krueger, and Sasha Bacca. Britaini 

graduated last spring with a double major; 

psychology and criminal justice. She served 

as Vice President of the Weber State Univer-

sity chapter of Psi Chi and was a member of 

Golden Key Honor Society as well as Phi 

Kappa Phi. She is taking this year off after 

graduation for family and will then pursue a 

Master’s degree in psychology. Megan grad-

uated last spring from the University of Ne-

braska at Kearney where she majored in 

Psychologically Speaking 
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 psychology and minored in music. She 

played violin with the Thornton string quar-

tet and was a member of Psi Chi. She is also 

taking this year off and then plans on attend-

ing graduate school to pursue a doctorate in 

clinical psychology. Sasha is a senior psy-

chology major and nutrition minor and plans 

to pursue a Ph.D. is social psychology. At 

Metropolitan State University, she has 

served as President of the Research Club; 

Historian for Psi Chi; and worked as a T.A., 

Lab Manager, and Supplemental Instructor. 

So without further ado, I will leave you in the 

capable hands of these students, who have 

prepared a series of questions.  

Delbo:  

The first question we have is a background 

question, and it is whether or not there is a 

specific person who influenced you to be-

come a psychologist, and were there signifi-

cant teachers who played a role in your deci-

sion to become a psychologist? 

Schacter:  

Yes, there are several I’d have to mention. I 

first became interested in psychology in high 

school when I took a health course that had 

a very strong psychology component. That 

really got me interested mainly in the clini-

cal side of psychology. I was a psychology 

major at University of North Carolina, Chapel 

Hill as an undergraduate. I was very influ-

enced there by Bernadette Gray-Little, a clin-

ical psychologist who is now the president of 

the University of Kansas. I was able to work 

with her a lot and she really further inspired 

my interest in psychology. I was headed on a 

clinical track until I became involved in some 

research of a more experimental nature that 

sparked my interest in experimental psy-

chology. Then through one person knowing 

another, it was brought to my attention that 

a research assistant job was opening up over 

at Duke University and the Durham VA hos-

pital in the lab of a researcher named Herb 

Crovitz, who studied perception and 

memory. He ended up hiring me as his re-

search assistant and further inspired my 

interest in psychology. Herb, who sadly 

passed away recently, was a great guy to 

work for. It was in his lab that I received my 

initial exposure to amnesic patients because 

he was starting to test amnesic patients and, 

as his research assistant, I actually carried 

out the testing. I was very intrigued by these 

amnesic patients. They would seem like nor-

mal people; you’d have a normal conversa-

tion with them. But then you would go out of 

the room for a minute and come back and 

they would have no idea who you were or 

that you’d just been talking and testing them 

for an hour. That got me interested in 

memory and Crovitz encouraged me to pur-

sue that interest further. I ended up going to 

the University of Toronto, which was a mec-

ca for memory research. It was 1976 when I 

went there to start graduate school and I 

worked with Endel Tulving, one of the great 

memory researchers, who was very inspir-

ing to me. I benefited enormously from his 

mentorship and learned a lot from him. 

Bacca:  

How did your friends and family react when 

you chose psychology as a career?  

Schacter:  

I think that they were all very supportive. I 

didn’t really have any psychologists in the 

family but my mother was a reading teacher, 

so there’s a little bit of a link there and I 

think that many people I knew saw it as an 

interesting, growing field. 

Delbo:  

These next questions are going to be about 

research. It seems that you use the fMRI fre-

quently in your research. So, how do you 

think that being able to use that kind of tech-

nology has changed the field of psychology 

and your ability to study it? 

Schacter: 

That’s a very good question. Well, I can only 

answer from my perspective. I was someone 

who became interested in memory and its 

link to the brain initially by working with 

amnesic patients. Working with those pa-

tients who had damage to particular parts of 

the brain raised all kinds of interesting ques-

tions about what role those brain regions 

play in memory. But we were limited in the 

questions we could ask because those of us 



DELBO, KRUEGER, BACCA, & MILLER | 69 

 

 who were interested in the link between 

human memory and the brain were mainly 

restricted to studying amnesic patients and 

there just weren’t that many available. When 

neuroimaging techniques like PET and func-

tional MRI came along that allowed a very 

precise localization of activity in the brain, 

those new tools made it possible for people 

like me, who already had interests in the 

relationship between brain and memory, to 

pose our questions in studies of the normal 

healthy brain instead of just relying on the 

lesion patients. So I think for me, and by ex-

tension for many others who’ve had inter-

ests in the link between the brain and hu-

man cognition or the brain and human emo-

tion, it gave us a new window into the 

healthy, normally functioning brain. Obvi-

ously, neuroimaging has opened up a lot of 

new questions and provided a lot of new 

information. 

Bacca:  

Where do you see memory research going in 

the future? 

Schacter: 

Well, I think that there are a number of di-

rections. I think there’s going to be an ever-

increasing integration across levels of analy-

sis. We’ve seen some of that already. People 

who are interested in human memory tend 

to focus on the link between large-scale 

brain systems and cognitive aspects of 

memory because that’s the most accessible 

level of analysis. But, research is starting to 

emerge that uses recordings from much 

smaller populations of cells in surgical pa-

tients. As technology improves and we start 

learning more about small populations of 

neurons, I think that will allow us to span 

across more levels of analysis than we’ve 

been able to do in the past. I also think that 

linking up questions about the function of 

memory with neural substrates is a very 

important direction for the future. We’ve 

started on that in my lab to some extent, but 

I think there has generally been a bias in 

memory research for a focus on mechanisms 

and there has been less emphasis on func-

tions.  

Delbo:  

I know you’ve done some research with Alz-

heimer’s patients. Based on that research, do 

you think that a cure would be feasible with-

in the next few decades? 

Schacter:  

That one is hard for me to say because the 

work that I’ve been involved with in Alzhei-

mer’s patients has been primarily at a be-

havioral level of trying to characterize more 

precisely the nature of the memory deficits. I 

haven’t been working at the molecular level 

or taking a pharmaceutical approach that 

would possibly provide a cure. It has been 

frustrating so far—though we understand a 

lot more now than we did previously about 

the neuropathology of Alzheimer’s, and yet it 

seems that we’re really not much closer to a 

cure. So the kind of work I do doesn’t give 

me a really good handle on how close we are 

to a cure or when there will be one. 

Bacca:  

So considering all of the work you have done 

with memory, what’s the best thing some-

body could do to preserve his or her 

memory? 

Schacter:  

That’s an interesting question. I would hark 

back to one of the main ideas from the book I 

wrote, The Seven Sins of Memory. There is a 

variety of ways that memory can go wrong. 

So, to answer the question concerning the 

best way to preserve your memory, I would 

first think about the different kinds of 

memory errors and foibles to which we are 

subjected. Within the context of the seven 

sins, I talked about three basic kinds of for-

getting: transience (loss of information over 

time), absent-mindedness (a break down at 

the interface of attention and memory), and 

blocking (the inability to retrieve infor-

mation that’s available in memory). I think 

that what you would do to preserve your 

memory would be different in each of those 

cases. So, to preserve your ability to remem-

ber information over time, you would proba-

bly want to invoke encoding strategies, such 

as elaborative processing of information or 

visual imagery mnemonics. You would also 
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 want to take advantage of the power of re-

trieving information. Nowadays, in the guise 

of the testing effect, we know that testing 

memory can be very effective in promoting 

memory for that information. So, to deal 

with things like transience, to have a better 

memory for specific information that holds 

up better over time, I would say focus on 

encoding strategies, retrieval practice, ex-

ploiting test effects, things of that sort. If 

we’re talking about preserving our memory 

with respect to everyday absent-minded 

memory slips like, “Where did I put my 

keys?” or “Where did I put my glasses?” 

that’s a completely different problem. Mak-

ing more effective use of external memory 

aids and trying to organize your environ-

ment would be the best way to preserve 

your memory in that domain. And then 

blocking, that’s more like tip-of-the-tongue 

states, retrieval failures, and so forth, that’s a 

trickier one. But, avoiding blocking inci-

dents, at least to some degree, can be accom-

plished by anticipating situations in which 

you’re likely to be subject to blocking. We 

know, for example, that names of people that 

we haven’t retrieved recently or frequently 

are especially prone to blocking. So, if you 

know that you’re going to meet people who 

you’re vaguely familiar with and you don’t 

want to block on their names, you can be 

proactive and adopt a strategy of trying to 

review people who are going to be in a meet-

ing before the meeting begins. So, from 

where I sit, what to do to improve memory 

would all depend on the particular memory 

“sin.” 

Delbo:  

Of all the aspects of memory that you have 

studied, is there one in particular that you 

found to be the most interesting? Was there 

one that you found the most difficult to im-

plement into a study or research design? 

Schacter:  

Well, I think the answer to both those ques-

tions might be the same, and that’s the role 

of memory in future imagining. Going all the 

way back to the early 1980s I was in a test-

ing room with Endel Tulving with a severely 

amnesic patient ‘KC’ when Tulving asked KC, 

who couldn’t remember a specific episode 

from his past, “Try to imagine something 

that might occur tomorrow.” It was very dra-

matic then when KC couldn’t come up with a 

specific future episode. That really impacted 

me, way back in 1983, 1984, sometime 

around then, and planted the seed in my 

mind that it would be very interesting to try 

to study in a systematic way how we use 

memory to think about the future, because 

that dramatic observation suggested a link 

between the two. But it was hard to think of 

how one could study future imagination and 

future simulation because they are very 

open-ended. We had good paradigms for 

studying memory through recall tests, recog-

nition tests, paired associate tasks, and oth-

ers. But, it was a real methodological chal-

lenge to try to come up with tasks to capture 

in some systematic way future imagining. I 

thought about it off and on over the years 

and in the mid-90s one of my post doctoral 

fellows at my lab at the time, Wilma 

Koutstaal, and I got excited about the possi-

bility of doing some studies on future imag-

ining but we were doing other studies that 

were working out well and took precedence. 

It wasn’t until about 2005, 2006 when read-

ing some of the literature that I began to 

have some ideas about how it might be pos-

sible to do systematic studies of future imag-

ining. A post-doc came to my lab, Donna 

Rose Addis, who had done some very highly 

related work with autobiographical memory 

and we plotted out some studies to get going 

in that area.  

Krueger:  

How has your teaching style evolved over 

the years? 

Schacter:  

That’s a good question. I’m not sure that it 

has evolved that much. I’ve always prized 

clarity over everything else and tried to 

make sure that information is presented in a 

very clear, logical, and consistent way. I 

think that’s been my overarching goal in 

teaching. One thing that I do more with to-

day involves visual aids. When I started out 
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 teaching, we were lecturing off of crumpled 

paper yellow pads and using the chalkboard. 

Of course PowerPoint and related technolo-

gy make it possible to do more on the visual 

side. And I think I’m more aware, probably 

than I was earlier on, of the importance of 

not overwhelming students with too much 

information that they’re not yet ready to 

handle.  

Bacca:  

Is that hard to do considering how much 

research you’ve done over the years? 

Schacter:  

It is hard to do. It’s always hard to do and it’s 

easy to take for granted, if you’re running a 

seminar where students aren’t psychology 

majors and haven’t taken many psychology 

courses or you want to assign some journal 

articles and students haven’t had statistics. 

You really have to guide them away from 

worrying, “don’t worry if you don’t know 

what an ANOVA is,” for example. I think it is 

always a constant battle. You want to com-

municate what you know, you want to com-

municate in some depth and meaningful 

way, but you have to keep in mind that a lot 

of things that seem obvious to you and famil-

iar to you are completely obscure to the stu-

dents. 

Bacca:  

How, if at all, have you involved undergradu-

ate students in your research? 

Schacter:  

I’ve had undergraduates involved in my lab 

pretty much every year. For the twenty 

three years I’ve been at Harvard, we’ve al-

ways had undergraduates involved, and that 

has ranged from assisting with scoring or 

just running subjects, in a helping out mode, 

all the way to students who have written 

undergraduate theses with me and have had 

first-author publications in good journals. It 

runs the whole gamut and really depends a 

lot on the student and if they’re really en-

gaged with the subject matter and want to 

find out something about memory. They can 

join my lab and be part of a paper or possi-

bly have their own paper, particularly if they 

go all the way to writing a thesis. So, I think 

in almost every case it just really depends on 

the student. 

Delbo:  

Technology has clearly changed a lot of 

things in academia. How do you feel technol-

ogy has aided or hindered your capabilities 

as a professor as well as that of your stu-

dents? 

Schacter:  

I think for both students and professors one 

of the biggest advantages of technology is 

the ability to do, in a very easy way, litera-

ture searches and have much of what is 

known about a particular topic on your desk 

through the use of e-resources like Google 

Scholar, Web of Science, and e-journals with-

in a matter of hours in a way that was not 

imaginable when I was a student. Then eve-

rything started with a trek to the library and 

looking through it to try to find what was 

there, laborious Xeroxing of articles, and 

then hauling them back for review. It seems 

laughable now when I think of just the 

amount of sheer physical labor that used to 

be involved in collecting articles and getting 

to know what a field or a topic was about as 

opposed to now. In a couple of hours, you 

can have access to everything. To me, that 

has been the most beneficial single thing in 

technology affecting scholarship and teach-

ing for both students and professors. On the 

downside, it can be discouraging when 

you’re lecturing in class and you see a wall of 

computers and you know on the other side 

of that, students are not always engaged in 

on-task note-taking. Facebook, YouTube, you 

name it - the potential for distraction is high 

and it’s produced by the same technology 

that makes some of these other things easy. 

That’s why one of the recent directions in 

our lab has been to look at how we can com-

bat mind wandering during lectures. 

Krueger:  

If you could pick any psychologist, dead or 

living, to have an in-depth conversation 

with, who would you choose? 

Schacter:  

Probably Sir Fredrick Bartlett because of the 

strong link to my interests in constructive 



72 | ARCHITECTURE OF MEMORY 

 

 memory. Bartlett was the single individual 

that really put the view of memory as a con-

struction on the map for psychologists and I 

would have loved to be able to sit down and 

talk with Bartlett.  

Bacca:  

If you could give one piece of advice to an 

undergraduate student, what would it be? 

Schacter:  

As an undergraduate, seek exposure to dif-

ferent areas of the field and really be attuned 

to what you become excited and passionate 

about. If you really care about a topic and 

you are really deeply interested; if you be-

come passionate and identify that topic, then 

basically everything else falls out from that, 

in my opinion. Give yourself a chance to be 

exposed to enough things to find out what 

excites that passion and curiosity to drive 

you. 

Delbo:  

What do you view as your greatest profes-

sional accomplishment and why? 

Schacter:  

That’s a hard one to answer. In terms of any 

one thing that I have personally done, I think 

the first book I wrote, which most people 

don’t even know about, is probably my per-

sonal single most ambitious accomplish-

ment. It was a historical book about a scien-

tist named Richard Semon, who was an un-

known memory theorist that I found out 

about in graduate school. I ended up com-

pleting a side project in graduate school 

writing a book on Semon’s life and ideas, 

how he impacted understanding of memory, 

and the implications of his case for under-

standing not only memory and psychology, 

but also the history of science. His ideas 

were ignored for 50 or 60 years and I talked 

a lot about what that might teach us about 

why ideas that are “ahead of their time” are 

ignored in science. Of any particular thing 

I’ve done in my career, I would say this book 

is the single accomplishment that I have the 

most pride in. More generally, running a lab 

that’s turned out a lot of really good students 

and researchers who are out there in the 

field having an impact on psychology would 

be the other thing that gives me a lot of satis-

faction. 

Krueger:  

What do you enjoy the most about being a 

psychologist? 

Schacter:  

The chance to pursue the questions that re-

ally interest me and the chance to answer 

questions that I really care about. 

Bacca:  

So you spoke a little about the sins [of 

memory] before, but which do you think of 

the seven is the hardest to overcome? 

Schacter:  

I think persistence, intrusive memory, is a 

very difficult one. That is something that can 

be very psychologically disabling. Although 

there are various therapeutic regimes that 

people have tried to develop to help with 

intrusive memories of trauma (modify or 

dampen down those memories), they can be 

very disabling. Also, in a funny way, absent-

mindedness is quite difficult to overcome 

because absent minded errors tend, by defi-

nition, to occur when we are focused on 

something other than the task that we end 

up being absent minded about. So even if we 

know that we are prone to those kinds of 

errors, there’s kind of a Catch-22, that they 

are going to happen at the moment that you 

are not aware. Therefore, it is difficult to 

always maintain awareness in a way that 

would avoid those errors. 

Delbo:  

Other than psychology, what are some of 

your additional passions in life? 

Schacter:  

I like music a lot. I have been a lifelong music 

fan. Really all kinds of music, but probably 

contemporary jazz more than anything else. 

I grew up just outside of New York City, so I 

got to go to a lot of great jazz clubs in the 

60’s and early 70’s, and I am still as interest-

ed in that as I always have been. I also grew 

up in a great era of rock music, and I don’t 

like to be an old guy who just listens to Led 

Zeppelin. I like to keep up with music that is 

being created now, so I do keep up with cer-

tain kinds of rock music. I love classical mu-
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 sic as well; particularly I’m a Mozart fan. Mu-

sic is big for me and then another thing 

that’s big for me is golf. It was important for 

me in high school because I was captain of 

our school’s golf team, and that led me to 

UNC Chapel Hill, where unfortunately I was-

n’t good enough to make the golf team. I 

gave up the game for many years because of 

psychology and family taking up time, but I 

have gotten back into it over the past 15 

years or so.  

Krueger:  

Do you play any instruments yourself? 

Schacter:  

I played piano when I was a kid, but then I 

stopped. I also learned flute when I was in 

college, but I don’t really play much now.    
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