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FROM THE EDITOR’S DESK

Time really does fly. Here we are again, at the end of another year, and what a way to end the year. The research in the Fall 2021 issue was truly unparalleled. I was incredibly impressed with each of these students' work. Their contributions to the field do not go unnoticed, and I can only imagine what we may see from them again in the future.

The future... for the last few years, the future has been difficult to imagine and bleak. Now, it seems that things are beginning to look up. As vaccination rates continue to rise and possible treatments for COVID-19 become available, the future begins to feel hopeful. It now feels as if there is a light at the end of the tunnel, and we will make it.

I am honored to be given the opportunity to help Dr. Ken Sobel copyedit the last three issues of this journal. It is a privilege to be a part of undergraduate psychological research. These students are the future of our field, and, because of that, the future's looking bright.

Kristen Julianne Wright
Graduate Assistant
University of Central Arkansas
#TRENDING: THE IMPACT OF TWITTER ON THE CREATION OF FALSE MEMORY

GRACE WASINGER, TREY HILL, AND JOHN RAACKE

FORT HAYS STATE UNIVERSITY

Abstract – With popular networking sites, such as Twitter, there comes the potential for the diffusion of erroneous information and accounts of events. The spread of information in this way may present a peril to memory representations in the form of false memories. Misleading post-event information can lead to the formation of false memories in individuals. In Experiment 1, we presented participants with two videos that differed in emotional content. Then, individuals were exposed to false information through an information feed that had either high or low resemblance to modern Twitter feeds. In Experiment 2, individuals were again exposed to videos that differed in valence; however, the feed type changed based on what account type (i.e., professional law enforcement or personal college student Twitter account) was spreading false information. We found that positive emotion yielded less vivid event memories in individuals. Additionally, we found that false memories fluctuated based on source type. Individuals exposed to feeds where police officers tweeted out false information had higher levels of false memories. Ultimately, when individuals are seeking news from Twitter, we suggest users apply the same scrutiny to information coming from professional Twitter accounts that they would peer accounts.

Twitter is a social media platform that allows individuals to share messages within a 280-character limit. Twitter’s microblogging style encourages users to briefly share their thoughts on a global scale. Every month approximately 330 million individuals engage with Twitter (Twitter.com, 2020). Modern Twitter has extended beyond personal usage to provide individuals with a forum to receive hard news in real time. In recent years, the number of individuals receiving world news via social media has increased. In 2018, 20% of Americans reported that they often receive their news from social media sites. However, in 2019, that rate increased to 30%. Furthermore, 71% of individuals on Twitter use the site for news (Shearer & Grieco, 2019). Twitter features, such as the trending tab, allow for individuals to see what topics or current events are gaining the most attention. Twitter differs from other social media sites (e.g., Facebook, LinkedIn) in that its purpose is to connect individuals with topics and ideas on a large scale. With Twitter, the goal of diffusing topics and ideas is much different than other sites that provide individuals with opportunities to network or catch up with other individuals. However, the speed of news transmission—a strength of Twitter—is also a problem when the news being transmitted is factually incorrect. False information encountered by mass amounts of users can have real-world implications. For example, a fake tweet from the Associated Press, a perceived credible source, about an attack on the white house caused the stock market to drop 130 points (i.e., around 1%); this drop began just one minute after the Tweet was sent from a group of hackers (Memmott, 2013). Recent research has shown that false news stories spread faster on Twitter than true ones (Vosoughi et al., 2018).

Over the past four years, the spread of unverified or false information, specifically through social media, has become a significant problem, most notably during the 2016 U.S. presidential election. Beyond the speed and scope of transmitting potentially false information, research also shows that misleading post-event information can alter individuals’ memory of events; this is referred to as the misinformation effect (e.g., Loftus, 1979; Loftus et al., 1978; for reviews, see Ayers & Reder, 1998; Loftus, 2005). An explanation for this effect is the memory-trace replacement hypothesis which states that misleading post-event information interferes with original event memory, preventing individuals from retaining information that was encoded during the
original event (Ayers & Reder, 1998). Despite Twitter’s popularity as a social media platform, research on its “fake news” and possible subsequent false memory of users is not extensive. The present study is filling an important, yet neglected, gap in the literature concerning law enforcement professional accounts and susceptibility to false memory on Twitter.

Fenn et al. (2014) evaluated the effect that Twitter usage has on false memory creation. To examine the relationship between false memory and Twitter, participants completed three experimental phases: encoding, misinformation, and a confidence test. The encoding phase consisted of fifty images that showed a man robbing a car. A distractor task was placed after encoding to reduce rehearsal. Then participants viewed one of the three information feeds: control, Twitter-control, and Twitter. The feed, which narrated the pictures of the robbery that was previously shown, contained both true and false information. Researchers also manipulated the language style used in each feed. For example, in the control feed language was formal, while the Twitter condition included the most informal language (e.g., slang, hashtags), and the Twitter-control condition included more formal language. In the Twitter group, researchers found that confidence was lower for false items, meaning individuals had less false memory creation in the Twitter condition. Additionally, researchers found the medium of the message to be the most significant factor in modulating false memory, with less false memories resulting from Twitter than the control (Fenn et al., 2014).

In a follow-up study by Griffin et al. (2017), false memory and Twitter were studied with the added component of familiarity. Familiarity was introduced during the encoding phase when participants read a story about their home university (i.e., Michigan, high familiarity) or a university hours away (i.e., Iowa, low familiarity). During the misinformation phase, participants read through a Twitter feed which contained both true and false information. Additionally, the Tweeter also changed based on familiarity: Michigan or Iowa students. Researchers found higher false memory formation for the less familiar Iowa Twitter feed than the more familiar Michigan feed. Further, false memory formation was highest when Twitter feed and content were different (e.g., Michigan author and Iowa story). Thus, social media users take the author’s expertise into account when encountering potentially false information online (Griffin et al., 2017).

Source Credibility of Information
Research shows that when individuals are told a source has low credibility or a likelihood to deceive, then post-event information is evaluated more carefully (for reviews, see Echterhoff et al., 2005; Pena et al., 2017; Wright et al., 2009). Perceived source credibility can have a powerful effect on the creation of false memory. For example, Echterhoff et al. (2005) found that when source credibility is low, false memory formation is also low. When a Twitter account is professional (e.g., law enforcement, legitimate news outlet), individuals may be likelier to believe false information as opposed to if the tweet containing false information comes from an individual Twitter user’s personal account.

Law Enforcement and Twitter
Twitter has allowed police agencies around the world to keep citizens updated and engaged within their environments (Van de Velde et al., 2015). In addition to informing the public of relevant information, researchers have found that police departments can increase their perceived legitimacy simply by using Twitter as a medium to communicate with citizens (Grimmelikhuijsen & Meijer, 2015). Despite the promising interactions that can ensue between police department Twitter accounts and the public, there have also been negative interactions between these two parties. For example, in 2014, the New York Police Department Twitter account asked users to use the hashtag “#MyNYPD” to inform the NYPD of important events occurring in their policing areas. Responses to this hashtag varied; however, the majority of the interactions with this tweet were negative and disclosed the maltreatment of individuals by officers (Grimmelikhuijsen & Meijer, 2015).

Role of Emotion in False Memory Formation
In comparison to events that are neither positive nor negative in content, events with strong emotion are better recalled (Cahill & McGaugh, 1995, Damme & Smets, 2014). There is much variability in the formation of false memories; however, emotion plays a significant role in the formation of false memories (Bookbinder & Brainerd, 2016). Building on research by Porter et al. (2008), which examined the role that emotional content has in false memory creation, the present study will test the impact that a negatively or positively charged event has on false memory creation. The aforementioned study, Porter et al. (2008), showed a differential impact on memory recollection based on event type. In their 2008 study, individuals formed more vivid negative event memories and false negative memories than they did positive (Porter et al., 2008). This finding is supported by the Paradoxical Negative Emotion (PNE) hypothesis, which states that memories of negative events are better remembered, but also these memories are more susceptible to misleading post-event information than positively charged memories (Porter et al., 2008).
However, the literature concerning emotion and false memory has contradictory theories, and not all research literature supports the PNE hypothesis like Porter et al. (2008). For example, some literature finds support for positive emotion being more susceptible to false memory creation than negative; this positive emotional effect on false memory is explained by positive emotion leading to less detailed information processing than negative emotion, leading individuals to confuse details and misremember events. (for reviews, see Levine & Bluck, 2004; Kensinger & Shacter, 2006; Forgas, Laham, & Vargas, 2005).

Additionally, research investigating the influence that affective states have on false memory formation found that individuals in a negative mood were less susceptible to false memory effects (Storbeck & Clore, 2005). Moreover, Storbeck (2013) found that participants in negative mood conditions were particularly accurate in item-specific information and had less false memories than participants in positive conditions.

Hypotheses
To further explore the role misinformation can have on Twitter users, we conducted an initial experiment and a follow up experiment. In Experiment 1, participants viewed a video that was either positive or negative in emotional valence. A video was chosen, as opposed to pictures used in Fenn et al. (2014), because we hoped videos could potentially offer higher ecological validity and help to communicate the emotionality of the stimuli easier. False memory research has been successful in using visualization to create rich false memories (i.e., intense memories high in emotion and confidence for completely made up events) in participants (Loftus, 2003). Using video to modulate false memory has shown to be a reliable resource (e.g., Otgaard et al., 2013).

Additionally, participants were divided into feed type (e.g., Twitter feed, control feed). Based on aforementioned credibility research from Echterhoff et al. (2005), we hypothesized that participants exposed to the Twitter feed would show lower retention of false post-event information. This lower false memory rate is expected in part due to research from Fenn et al. (2014); researchers found that participants considered the medium of the message while viewing false post-event information. Participants were more skeptical of the Twitter condition, which resulted in less false memory formation. Additionally, we hypothesized that participants exposed to the positive emotional content would demonstrate more false memory. This hypothesis is due to research showing positive emotion is more susceptible to the inclusion of misleading information into memory representations (e.g., Levine & Bluck, 2004; Kensinger & Shacter, 2006; Forgas, Laham, & Vargas, 2005).

Experiment 1

Methods

Participants
Participants were recruited from a state comprehensive university in the Midwest and offered course credit for participation; 283 English speaking undergraduate students (171 women, 109 men, 3 non-report) between the ages of 18 and 22 (M = 19.3, SD = 2.1) participated. The majority of students identified as White, Non-Hispanic (n = 199, 70.3%), followed by Hispanic (n = 45, 15.9%), and African American (n = 13, 4.6%) as the next largest identifiers. A large majority of participants in the experiment had an active Twitter account (n = 195, 68.9%), with most having the account for over 2 years (n = 162, 83.1%).

Materials and Procedure
A 2 (emotional content: positive or negative) x 2 (narrative feed type: high Twitter resemblance or low Twitter resemblance) between-subjects design was used to look at the aforementioned research question. Participants completed three experimental phases (e.g., encoding, misinformation, and retrieval phase).

Encoding Phase
Participants watched a short video under two minutes in length that contained either positive or negative emotional content. In the positive video, a baby with a rare disorder that affects his vision reacts to seeing his mother for the first time due to the use of special glasses. In the negative video, reporters show live video from a SWAT standoff involving a murder-suicide outside a suburban Texas neighborhood. After the video was watched, a distractor task was used to prevent mental repetition of information used to enhance participants’ memory of the video. During this task, participants were given a timed trigonometry test. Using only paper and pencil, participants were asked to complete as many mathematical problems as they could within the time limit of five minutes.

Misinformation Phase
The misinformation phase required participants to read from a news feed that had a high or low resemblance to Twitter. The feed narrated the events of the video and incorporated misleading post-event information. Participants were randomly assigned to either the control (n=135) or Twitter feed (n= 148). The Twitter feed did not contain user handles or pictures; however, the feed included the Twitter bird on each
Tweet as well as the blue and white color theme of the social networking site. The top of the Twitter feed read “Twitter Feeds,” while the control feed read “Narrative of Events” at the top. The control feed had no color, and information appeared in bullet form. Both the control and Twitter feed showed four lines each for 30 seconds before new text appeared at the bottom. Both feeds contained true and false information. Each feed contained 20 lines of information about the respective video watched. For the feed that corresponded to the video concerning a murder-suicide, a misinformation example read, “the incident involved a young married couple.” However, as stated by news reporters in the video, the couple was elderly. The language used was also changed based on the Twitter or control condition. For example, in the Twitter condition that same piece of information read, “I heard it was a young married couple with lots of kids #howcrazy.” The Twitter condition, along with informal language, also contained emojis to better resemble Twitter. Additionally, participants were not given notice that the feed may contain some misinformation.

Retrieval
Participants were asked to answer questions about items remembered in the video that they watched using an undifferentiated scale from definitely-saw-in-the-video to definitely-did-not-see-in-the-video. The items consisted of 10 items that appeared in both the video and feed, 10 false items that appeared only in the feed, and 10 false items that appeared neither in the feed nor the video. Participants were also asked to rate how much attention they paid to the information feed using an undifferentiated scale from not-at-all to very-much. Additionally, participants were also asked to rate their level of trust in the information feed using an undifferentiated scale from not-at-all to very-much.

Results
To test the hypotheses, a series of three separate 2 (emotional content: positive or negative) x 2 (narrative feed type: high Twitter resemblance or low Twitter resemblance) between-subjects factorial ANOVAs were performed, one for each of the three dependent variables used to assess false memory: true information, implanted information, and completely false information. Also, the same analysis was performed on both an attention and a trust measure.

True Information
Results showed a main effect for emotion, F (1, 279) = 13.86, p <.001, η^2 = .06. There was also a statistically significant main effect for feed type, F (1, 279) = 6.27, p = .01, η^2 = .06, with Twitter (M = 69.10, SD = 14.36) eliciting lower levels of false memory than the control group (M = 72.78, SD = 15.52). However, there was not a statistically significant interaction between feed type and emotion, F (1, 279) = 1.53, p = .218, η^2 = .06).

Implanted Information
For implanted information, there was a statistically significant main effect for feed type, F (1, 279) = 4.01, p = .046, η^2 = .02; similar to the results of true information, Twitter (M = 28.68, SD = 12.06) elicited lower false memory scores than the control condition (M = 31.74, SD = 13.49). There was not, however, a statistically significant main effect for emotion, F (1, 279) = .12, p = .73, η^2 = .02. There was also not a statistically significant interaction between feed type and emotion, F (1, 279) = .73, p = .39, η^2 = .02.

Completely False Information
There was a statistically significant main effect for emotion, F (1, 279) = 122.93, p <.001, η^2 = .31. There was not a statistically significant main effect for feed type, F (1, 279) = 1.24, p = .267, η^2 = .3, or a statistically significant interaction between feed type and emotion, F (1, 279) = 0.01, p = .918, η^2 = .31.

Trust
Results showed no statistically significant main effect for feed type, F (1, 260) = 1.06, p = .303, η^2 < .01. There was not a statistically significant main effect for emotion, F (1, 260) = 0.13, p = .717, η^2 < .01. There was also not a statistically significant interaction between emotion and feed type, F (1, 260) = 0.75, p = .388, η^2 < .01.

Attention
There was not a statistically significant main effect for feed type, F (1, 261) = 1.02, p = .315, η^2 < .01. There was also no statistically significant main effect for emotion, F (1, 261) = 0.24, p = .627, η^2 < .01. However, there was a statistically significant interaction between feed and emotion, F (1, 261) = 4.20, p = .041, η^2 = .02.

Discussion
Feed type made a significant difference in the recall of true information in participants. For true information, participants assigned to the Twitter group had better recall than the control group. In Experiment 1, the findings for true and completely false information concerning emotion is in accordance with previous research (for reviews, see Damme & Smets, 2014; Porter et al., 2008) that found emotional content plays a role in false memory formation. However, additional research is needed to better understand the link between positively and negatively charged emotional videos on implanted information. Additionally, the present experiment echoes
the results of Fenn et al. (2014), finding that false memory formation is lower when the medium of the message is Twitter. This effect can be explained, in part, through trust of the medium. Participants rated their trust as higher for the control condition than participants in the Twitter condition. More research is warranted that seeks to better understand source credibility judgments on Twitter. The present results supported our first hypothesis that participants in the Twitter condition will show lower retention of false post-event information. Lastly, the second hypothesis that positively charged emotional content will result in higher retention of false post-event information was not supported. Emotional content was found to be significant in two out of the three dependent variables; this effect was not found for implanted information. Additional research is needed to understand the role of positively emotionally charged events on the recollection of implanted post-event information on Twitter.

**Experiment 2**

Little research has addressed the difference between professional and personal Twitter account type on the formation of false memories. Experiment 1 showed that individuals took into account the medium of the message when reading about a narrative of events, meaning participants were more skeptical of information coming from a Twitter feed than a standard information feed (i.e., significantly less false memory for Twitter than control). It is unclear if this credibility judgment will extend to specific Twitter profiles and create more false memory. However, it is known that individuals respond to authority cues on social media sites. Westerman et al. (2014) found that participants were more influenced by Tweets coming from the American Heart Association, due to authority cues being a robust credibility indicator. Experiment 2 aims to investigate the role that Twitter account type (e.g., credibility cues) has on the formation of false memory, while also seeking to better understand the role that emotionally charged events can play into a memory representation.

**Hypotheses**

We hypothesized that participants exposed to feeds in which law enforcement individuals were tweeting false post-event information would have higher retention of false information. In addition to source credibility, emotional content was again evaluated. However, in Experiment 2 both the positive and negative video concerned law enforcement and the videos were closer in duration. Additionally, the events of the videos selected were more emotionally charged than in the first experiment. In Experiment 2, the negative video showed footage of a police shooting of a 19-year-old, while the positive video showed live footage of police officers bonding and dancing with members of their community. With the changes made to the emotional stimuli in Experiment 2, we hypothesized that participants exposed to positive emotional content would demonstrate higher retention of false information. This hypothesis is largely due to extensive literature showing the interaction between positive emotion and integration of misleading post-event information (for reviews, see Levine & Bluck, 2004; Kensinger & Shacter, 2006; Forgas, Laham, & Vargas, 2005).

**Methods**

**Participants**

Undergraduate students from a state comprehensive regional university in the Midwest were offered course credit in return for their participation. The sample was composed of seventy-five English speaking undergraduate students (42 women, 30 males, 3 non-report) between the ages 18 and 22 (M = 19.3, SD = 1.3). The majority of the students identified as White (n = 54, 72%), followed by Hispanic (n = 9, 12%). Additionally, a large majority of participants in the experiment had an active Twitter account (n = 56, 74.7%), with most having the account for over 3 years (n = 29, 51.8%).

**Materials and Procedures**

For the second experiment, a 2 (emotional content: positive and negative) x 2 (false information source: false law enforcement or false peer) mixed-subjects design was developed to look at the aforementioned research question. As in Experiment 1, Experiment 2 consisted of three phases: encoding, misinformation, and confidence test. All participants were exposed to both positively and negatively emotionally charged videos, while the between-subjects factor was feed type.

**Encoding Phase**

Participants watched both the positively and negatively charged video; however, each video was seen one day apart from the other. Additionally, we counterbalanced the presentation order by having the two groups of participants watch a different video first (e.g., the first set of participants watched the positive video first, while the second set watched the negative video first). The positively charged video concerned community policing, while the negatively charged video involved an officer shooting a 19-year-old. The videos were more similar in theme (e.g., both videos concerned the subject of law enforcement) and duration (e.g., two minutes) than in the first experiment. After the encoding phase, participants were asked to complete a 5-minute mathematics test to reduce rehearsal of information.
Misinformation
Participants received a Twitter feed that either had misleading post-event information tweeted by professional (i.e., high credibility, law enforcement) or peer (i.e., low credibility, college student) accounts. Each feed integrated tweets from both professional and personal Twitter accounts, but feeds differed in what type of user was spreading false information. The group that received the Twitter feed in which professional sources (i.e., law enforcement accounts) tweeted the false post-event information was labeled false law enforcement, while the group of participants that read peer accounts (i.e., college students) tweeting false post-event information was labeled false peer. For example, the video clearly stated that the male was shot in the abdomen; however, Twitter feeds contained implanted information that he was shot in the chest and arm. Further, in the false law enforcement condition a Twitter user named “Trooper Holly” tweeted “Hammond was shot in the chest and arm.” While in the false peer condition, a Twitter user named “Seri Heaton” tweeted “Hammond was shot in the chest and arm.” The presence of law enforcement vs. peer accounts were designed to manipulate Twitter user authority cues leading participants to potentially make credibility judgments.

To manipulate credibility, we changed the Twitter circle icon (i.e., a place where Twitter users can upload an image of themselves) to a picture of a law enforcement individual or a badge. Additionally, the name next to the icon indicated that it was either a law enforcement account or a particular officer. Furthermore, for the low credibility peer accounts, Twitter users were made to look like college students, instead of professionals. Additionally, the Twitter feeds were more realistic than they were in the first experiment. The aesthetics of the feeds were matched to look nearly identical to the displays of Twitter at the time the experiment occurred. Unlike Experiment 1, each Tweet appeared by itself and remained there for 5 seconds until another appeared from the bottom. The feed was developed in this way to help mimic the Twitter experience of scrolling through a feed.

Retrieval
The confidence test included 25 items that appeared in both the video and feed, 10 false items that appeared only in the feed, 10 false items that appeared neither in the feed nor the video, and 5 items that appeared in the video only. Participants were asked to respond to each question on a undifferentiated scale from not-at-all to very-much. In an effort to ethically combine participants’ responses from the two days, participants were asked to report the last 5 digits of their phone number at the top of the survey.

Results
In order to test the aforementioned hypotheses, we performed a series of 2 (emotional content: positive or negative) x 2 (false information source: false law enforcement or false peer) mixed-subjects factorial ANOVAs. One ANOVA was performed for each of the four dependent variables (e.g., true information, implanted information, completely false information, and information appearing only in the video). The same analysis was used to measure attention and trust.

True Information
Results showed a statistically significant main effect for emotional content, F(1, 73) = 4.81, p = .03, η² = .06. For feed type there was a statistically significant main effect, F(1, 73) = 5.28, p = .024, η² = .07, with false peer (M = 5.22, SD = 0.83) resulting in lower rates of false memory than false law enforcement (M = 5.56, SD = 0.63). There was also a statistically significant interaction between feed type and emotion, F(1, 73) = 4.71, p = .03, η² = .06.

Implanted Information
For information implanted into the feed, there was not a statistically significant main effect for emotion, F(1, 73) = 1.58, p = .21, η² = .02. There was also no main effect for feed type, F(1, 73) = .58, p = .45, η² = .01. However, there was a statistically significant interaction between emotion and feed type, F(1, 73) = .56, p = .01, η² = .01.

Video Only
For information left out of the feed and present in only the video, there was a main effect for emotion, F(1, 73) = 16.20, p < .001, η² = .18. There was also a main effect for feed type, F(1, 73) = 5.51, p = .02, η² = .07, with false peer (M = 4.45, SD = 1.09) showing lower false memory rates than false law enforcement (M = 4.88, SD = 0.98). Additionally, there was a significant interaction, F(1, 73) = 4.33, p = .04, η² = .06.

Completely False Information
For information that was completely made up, there was only a statistically significant main effect for emotion, F(1, 73) = 67.78, p < .001, η² = .48. All other effects were not statistically significant.

Attention
For attention to the video, emotion was not statistically significant, F(1, 71) = .29, p = .59, η² = .00.
Feed type was also not significant, $F(1, 71) = .36, p = .55, \eta^2 = .00$. For emotion & feed there was a main effect found $F(1, 71) = 10.30, p = .00, \eta^2 = .13$. Attention to the negative video ($M = 65.01, SD = 28.34$) was higher than attention to the positive video ($M = 64.32, SD = 28.23$). For the negative video, false peer attention ($M = 68.33, SD = 25.70$) was higher than false law enforcement ($M = 62.30, SD = 30.40$). For the positive video, false peer attention ($M = 57.12, SD = 30.81$) was much lower than false law enforcement attention ($M = 70.25, SD = 24.80$).

**Trust**

For trust, emotion was statistically significant, $F(1, 71) = 7.96, p = .01, \eta^2 = .10$. However, feed type was not statistically significant, $F(1, 71) = 2.07, p = .15, \eta^2 = .03$. The positive video ($M = 29.38, SD = 23.09$) participants rated higher in trust than the negative video ($M = 22.44, SD = 19.17$). For the negative video, false peer trust ($M = 25.55, SD = 17.25$) was higher than false law enforcement trust ($M = 19.88, SD = 20.48$). For the positive video false peer trust ($M = 28.79, SD = 23.26$) was slightly lower than false law enforcement trust ($M = 29.88, SD = 23.22$).

**Discussion**

When false information is tweeted by law enforcement individuals, false memory formation was found to be higher in participants. This finding supports our hypothesis that when law enforcement individuals tweet misinformation, participants would report higher retention of false post-event information. Participants in the condition where law enforcement tweeted the false information had higher rates of false memories than those in the condition where peer accounts tweeted the false information. Our findings were not consistent with our second hypothesis that participants exposed to positive emotional content would demonstrate higher retention of false information. More research is needed to understand how the recollection of Tweets is influenced by negatively and positively charged events.

**General Discussion**

**Does the medium of the message influence false memory?**

When individuals are presented with information from a Twitter feed as opposed to the more traditional information slideshow, individuals have lower rates of false memory formation. Fenn et al. (2014) also found this decrease in false memory to be true of participants in the Twitter condition. This effect may be due to participants evaluating Twitter with a higher level of scrutiny and perceiving Twitter sources as less credible.

**Does the person Tweeting influence false memory?**

Generally speaking, false information from law enforcement elicits more false memory. Literature concerning perceptions of police officers’ credibility on Twitter is not yet extensive. However, one way of explaining these results is through credibility short-cuts. Heuristics are short-cuts that require little cognitive exertion. Individuals may use heuristics on Twitter to help users to evaluate source credibility quickly and with little effort. This is done by looking for information about a Twitter user’s number of followers, reputation, and identity (Park & Kaye, 2019; Vaidya et al., 2019). When making credibility judgments on Twitter, accounts that seem to be close to the event are viewed as more credible (Murthy, 2018). In Experiment 2, both videos concerned events in which law enforcement officers were involved; because of this, law enforcement individuals tweeting about the event were perhaps seen as more credible than college student users.

**How does attention & trust play into this?**

In negative videos, people pay more attention to content when normal people are tweeting than when professional Twitter accounts tweet. However, when the video is positive, people pay more attention to law enforcement. For trust, when the emotional content of the video was positive, individuals trusted the feed more. Recent advances in credibility research show that negative emotion has the propensity to make individuals less trusting (Engelmann et al., 2019).

**Limitations & Strengths**

Because the sample was gathered from college aged individuals (e.g., Experiment 1: $M = 19.3$, Experiment 2: $M = 19$) from a regional university in Kansas, results may be heavily influenced by geographical location and age. Twitter usage may be influenced by age. Researchers found that on Myspace younger individuals were more inclined to follow other users that were close in age, as opposed to older individuals that had much more variability (Pfeil et al., 2009). Moreover, on Twitter, college students’ followers may be heavily composed of peers rather than professional Twitter accounts, whereas middle aged individuals may opt to follow more professional accounts. Griffin et al. (2017) found that false memory formation was higher in feeds that were less familiar. Thus, it may be particularly important to further investigate this relationship between familiarity and age on false memory formation for social media users. It is unclear whether these results extend beyond law enforcement and into other professional Twitter accounts, such as political figures or celebrities.
Additionally, results may be influenced by participants’ relationship and history with law enforcement, particularly in Experiment 2 where law enforcement was more heavily emphasized. Future studies should aim to sample from the more generalizable public. Additionally, it is not well understood if a change in social media platform would yield the same results.

Fenn et al. (2014) and Griffin et al. (2017) provided the groundbreaking research concerning false memory and Twitter; however, this connection is still not very well understood as it relates to emotional content. The current study lacks the ability to compare the effects between positively and negatively valenced videos, because emotional content was manipulated using a positively and negatively valenced news video only (e.g., there was no neutral video).

The second experiment is unique in that it aims to understand how the dissemination of misleading post-event information from professional Twitter users may influence the creation of false memory in a way that was not yet examined. With law enforcement agencies and police officers utilizing Twitter more frequently, it is important to untangle the various ways that media users will be impacted by the shift from peer to professional influences. Ultimately, through this research, we caution users to be more attentive to sources that seem to be most credible.

Future Directions

Future studies concerning emotional content, false memory, and Twitter should remedy the limitation of the current study by using three levels to compare the effects between positive and negative emotion. Additionally, this effect should be examined using different visual/audio formats (e.g., pictures, videos, podcasts, and word-lists).

Future research should aim to understand the relationship between high-credibility sources (e.g., political figures, police officers) and language styles (e.g., formal, informal) utilized through Tweets. High profile users’ language styles may have real-world implications on users’ perceptions and memory representations.

Additionally, more research is needed to examine how users make decisions when sharing information on a wide scale, such as Twitter. For example, it may be particularly important to assess how individuals make credibility judgments while seeking news from Twitter.

References


Crowdsourced versus Criterion-Based Creativity Measurements of Drawings
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Abstract – This study presents a comparison of rankings for 45 drawings (three sets of 15 pictures) based upon creativity scores from an Amazon MTurk sample and a separate criterion-based analysis (adapting three measures from the Torrance Tests of Creative Thinking - Figural Forms A and B). The results reveal positive correlations of MTurk versus Torrance scores for two of three picture sets and no differences in the rank orders. These results suggest that a criterion-based analysis is a viable and reliable strategy for determination of creativity in drawings.
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Creativity may be perceived as a central part of a person’s identity, an essential component of jobs, and a desired characteristic of artists, entrepreneurs, and visionaries. As such it would be beneficial to have a comprehensive and effective method of measuring creativity. Assessing creativity is complex due to its multidimensional nature, as it cannot be described adequately through measuring a single characteristic or trait (Kim, 2006). This sentiment was expressed by Mel Rhodes in his 1961 analysis of creativity, “I had collected forty definitions of creativity and sixteen of imagination” (p. 306). Even the definition of creativity has been debated, and is often taken from multiple perspectives by both experts and individuals who have their own definition (Plucker & Runco, 1998; Runco & Jaeger, 2012). However, there are consistent criteria that appear in the standard definition of creativity, namely, originality and effectiveness. Originality, as described by Runco and Jaeger (2012), is essential to defining creativity, as commonplace or conventional work is not original, meaning it lacks creativity. Although originality is crucial to defining creativity, it alone is not sufficient. Effectiveness is needed in addition to originality for something to be described as creative. The standard definition suggests that creating something original is pointless unless it is effective in achieving something (Runco & Jaeger, 2012). In other words, something identified as creative must be uncommon, useful or purposeful, as well as appropriate or possessing the ability to function as intended and fulfill an intended purpose. Along with being useful and appropriate, effectiveness can also be measured by the assigned value, e.g., the monetary value, of the original creation or thought (Runco & Jaeger, 2012). However, while the standard definition used in creativity research in the past has been beneficial, some researchers have found that this definition is not as comprehensive and effective as it could be. Currently, creativity tests can be used to assess these criteria and determine the creativity of an individual. There are a range of creativity tests from subjective ones, such as the Picture Completion Task (creating a picture around a set stimulus), to objective ones, such as the Remote Associates Test (RAT) where a person is given three words like Cottage, Swiss, Cake, and are asked to indicate a fourth word that relates to all three words (in this case Cheese) (Mednick, 1968; Bowden & Jung-Beeman, 2003). There are even sophisticated tests of creativity, e.g., the Torrance Tests of Creative Thinking (TTCT). It has been proposed that the inclusion of additional criteria into the standard definition could allow for all aspects of the process of creativity to be measured more accurately through measures such as these tests.

Researchers have addressed the measurement of creativity from many different perspectives based on different definitions of creativity, in an attempt to standardize the criteria for creativity measurement to ensure a more accurate assessment (Runco & Jaeger,
2012; Gläveanu & Beghetto, 2020; Guilford, 1950; Smith & Smith, 2017; Stein, 1953; Simonton, 2018; Plucker & Runco, 1998). Runco and Jaeger (2012), clarified the basis of the standard definition of creativity in research by outlining past researchers who mentioned two major criteria of creativity: Originality and Effectiveness (Gläveanu & Beghetto, 2020). One of the first researchers to suggest that creativity could be studied scientifically was J. P. Guilford in 1950 (Runco & Jaeger, 2012). Guilford (1950) defined creativity as “the abilities that are most characteristic of creative people, which determine if the individual has the power to exhibit creative behavior to a noteworthy degree” (p.444). In other words, creativity is a part of the individual’s personality (Guilford, 1950). It is not something that is exclusive only to some, and almost all individuals are capable of creativity to some degree (Guilford, 1950). Guilford also acknowledged that the idea of creativity is not the same in all situations, and that there is a need for creativity to accomplish things in society in areas such as the arts, science, and leadership (Guilford, 1950; Smith & Smith, 2017). Guilford’s perspective was an early introduction to the current standard definition of creativity, because he also emphasized the importance of both the presence of the novelty or originality of ideas, as well as the realisticness and acceptableness or the effectiveness of an idea (Runco & Jaeger, 2012).

In addition to Guilford, Stein (1953) was also another researcher who applied similar criteria to those included in the standard definition to creativity research (Runco & Jaeger, 2012). Stein (1953) defined a creative work as something that is novel, which means it deviates from other previously existing works. This connects to the idea of originality present in the standard definition of creativity (Runco & Jaeger, 2012). Stein also introduced other important ideas such as the concept that creative works tend to benefit a group, which in turn allows for the presence of social judgment on the work (Runco & Jaeger, 2012). This group benefit fits within the criteria of effectiveness in the standard definition, as it suggests that the outcome or idea achieves something. He also mentioned that creativity stems from previous knowledge or materials in which inspiration is drawn, but the final work is something that contains new elements (Runco & Jaeger, 2012).

While the standard definition has been useful in creativity research, some researchers mention that it is limited and does not fully encompass all aspects of creativity (Csikszentmihalyi, 1999; MacKinnon, 1987). For instance, Gläveanu and Beghetto (2020) describe the standard use of the criteria of originality and effectiveness in creativity research as having little consideration for any other aspect of creativity other than the outcome. Having a standard definition that has a focus solely on the outcome of creativity can result in a loss of understanding about the full process and experience of creativity (Gläveanu & Beghetto, 2020). Specifically, there is a lack of understanding about the individual who is displaying creativity, such as their individual differences and process (Gläveanu & Beghetto, 2020). Gläveanu and Beghetto (2020) proposed a more comprehensive standard definition that includes the criteria of originality and effectiveness, but also has a focus on creativity as an experience. An extensive overview of this may be found in Csikszentmihalyi’s 1996 book Creativity: Flow and the psychology of discovery and invention. This emphasis is based on the idea that creativity stems from an individual’s experiences, situations, contexts, and lived events (Gläveanu & Beghetto, 2020). This is important because the impact of an individual’s subjective and interpersonal experiences are often not thoroughly addressed in creativity research (Beghetto, 2016). Experiences challenge, interrupt the normal course of action, and present something which an individual has no predetermined answer, therefore allowing for creativity to take place (Gläveanu & Beghetto, 2020). Gläveanu and Beghetto (2020) state that a more comprehensive standard definition of creativity could consist of an individual having a novel experience of meaningful actions and interactions, which demonstrate the principles of open-endedness nonlinearity, pluri-perspective and future orientation.

Smith and Smith (2017) present a similar view to Gläveanu and Beghetto (2020) on the limitations of the standard definition of creativity, as well as describe a new measurement of creativity that includes some of the original aspects of the standard definition. Because the standard definition has a large focus on the product of creativity, there is also an emphasis on the success of the outcome or idea. Smith and Smith (2017) state that if success is required for something to be seen as creative, many ideas or outcomes that could potentially be seen as creative are lost, and research on creativity is limited. Instead of evaluating the success of the final product when determining what is creative or not, ideas should fit the criteria of having the potential to be successful and the focus should be on the process of creativity (Smith & Smith, 2017). The standard definition is not discarded entirely as there is still a focus on the criterion of novelty, but the process of the formation of ideas is most important. Smith and Smith (2017) instead proposed a 1.5 criteria model of creativity, in which the 1.0 criterion is novelty, and the 0.5 criterion is utility. These criteria are similar to those outlined by Runco and Jaeger (2012),
however they fit more closely to those described by Glâveanu and Beghetto (2020) because of the focus on
the process rather than the outcome of the creative
activity. The benefit of this is that including process more
fully represents creativity (Stanley & Lehman, 2015).

While it is important to understand what makes
something creative, Simonton (2018) emphasized that to
understand creativity it may be useful to explore how to
determine what is not creative as well as what is creative.
According to Simonton (2018), it is difficult to have a
comprehensive definition of creativity if the criteria that
make something uncreative are not also outlined. For
instance, one can not succeed in one of the criteria
included in a definition of creativity, but could succeed in
the other one or two aspects (Simonton, 2018). Also, if a
definition has more than one criterion than the typical
two seen in the standard definition, it is easier to see the
shortcomings and failures regarding specific standards,
making it easier to determine if something can be called
creative (Simonton, 2018). Simonton (2018) describes
ideas that are not creative as routine, fortuitous response
based, having irrational perseverance, and problem
finding, Simonton also proposes three components of
creativity, of which he places in an equation to be used to
develop a definition of creativity. The components are,
the initial probability or response strength (p), final
utility (u), and prior knowledge (v). The two first
components are similar to the standard definition of
creativity, with the initial probability referring to
originality, final utility referring to usefulness or
effectiveness of the idea, and prior knowledge referring to
surprise or how much new knowledge an individual
gained from creating the end result. These criteria are
also very similar to the definition of creativity that is also
utilized by the United States Patent Office, which defines
creativity as new, useful, and nonobvious (Simonton,
2012). The formula to measure creativity, with “c”
representing creativity, is expressed as, c = (1-p) u (1-u)
where 0 ≤ c ≤ 1 (Simonton, 2018). Simonton (2018)
explains that if c = 0 creativity is nonexistent, however, if
c = 1 creativity is at its greatest.

In addition to the debate regarding the definition
of creativity, some researchers also take issue with the
methods used to measure creativity. Plucker and Runco
(1998) mention that much of the research in creativity
measurement is based on methods that are psychometric
or developed due to the belief that there is not a fully
accurate way to measure creativity. Because it is so
difficult to accurately define creativity in its many forms,
creativity research has attempted to measure creativity
through both implicit theories of creativity consisting of
individual definitions of creativity, as well as explicit ones
that rely on expert definitions. Implicit theories of
creativity can consist of qualities such as adventurous,
artistic, and curious, while explicit theories of
measurement rely on a specific definition described by an
expert (Plucker & Runco, 1998). Focusing on implicit
theories of measurement in the future of creativity
research can be beneficial because when an individual
demonstrates creativity, they are not typically thinking of
the concept of being creative from an expert’s perspective
(Plucker & Runco, 1998). The individual most likely has
their own definition of what creativity is, so finding a way
to measure the individual’s thought process and actions
can help researchers to gain a better understanding of
how to use these implicit theories in combination with
explicit theories to accurately measure creativity.

Examining different perspectives on how to define
creativity, as well as adding new concepts into existing
measurements, can help to strengthen them and increase
their accuracy.

One of the measurement issues with assessing an
artifact’s creativity is whether individuals are making
separate judgments of creativity and originality. Multiple
sources, e.g., Runco and Jaeger (2012), include
originality/ novelty in their definition of creativity.
Knoche et al. (2016) explored this issue by having an
online sample rate drawings on creativity, originality, and
artistry. They used a crowdsourced sample from Amazon
MTurk to rate a total of 45 drawings. They divided the 45
drawings into three sets (15 drawings each) and had a
different sample rate for each set for Creativity,
Originality, and Artistry on a 5-point Likert scale (Very
high ... Very low). The sample sizes for Drawing sets 1, 2
and 3 were 146, 152, and 153, respectively. Across all
drawings the ratings for Creativity, Originality, and
Artistry were significantly correlated with each other. In
addition, their results indicated significant positive
correlations between ratings of Creativity, Originality,
and Artistry. As ratings increased for Creativity, so did
Originality and Artistry. However, regarding their
research question about whether Creativity, Originality,
and Artistry ratings would significantly differ from each
other (indicating separate or orthogonal judgments), they
received a mixed set of results. For Drawing Set 1 there
was a significant difference between creativity and
artistry, and originality and artistry, but not between
creativity and originality (although the result was
approaching significance). For Drawing Set 2, there was
only a significant difference between Originality and
Artistry. Creativity judgments were not significantly
different from Originality or Artistry. For Drawing Set 3,
there was a significant difference between all three
measures.
judgments. This mixed set of results underscores the variability of samples, drawings, and judgments.

Measuring creativity in drawings is challenging. Creativity judgments can be influenced by multiple factors, e.g., color, humor, vivid imagery, storytelling, artistry, etc. Amezcua et al. (2018) examined whether there would be a difference in ratings for drawings and the rankings for drawings on creativity. They presented participants with a set of 25 creative drawings made by adults. Each participant rated the drawings for creativity, originality, and artistry. Following this, participants rank-ordered the drawings from most creative to least. The ratings for the drawings were used to rank order the drawings and then they were compared to the direct rank orders to observe any differences. They hypothesized that the rating order of the drawings would be similar to the ranking order. A Wilcoxon Matched-pair analysis did not reveal any statistical difference between the two rank orders. They concluded that they could have saved time by omitting one of the activities, e.g., rank ordering, and that rating and ranking lead to similar results. Having participants simply rank-order the drawings for creativity would be faster but lose a higher level of measurement, e.g., interval.

Is there a more efficient way to measure these drawings? Using diverse crowdsourced samples also brings in a greater potential of variability due to socio-cultural and affordance differences (Glaveanu, 2013; Glaveanu & Beghetto, 2020). The present study seeks to explore this issue through a modified replication of the Knoche et al. 2016 study. Instead of using a crowdsourced sample to judge the creativity of the 45 drawings, a criterion-based strategy will be used instead. We propose to adapt scoring measures from the Torrance Tests of Creative Thinking (TTCT) Figural Forms A and B. The TTCT is a type of divergent thinking test, in which a figural prompt is given to the participant who then uses it in their creative response (Puryear et al., 2019). The responses are then scored by assessing specific aspects of the responses (Puryear et al., 2019). The TTCT consists of five measurements: Fluency, Originality, Elaboration, Abstractness of Titles, and Resistance to Premature Closure (Scholastic Testing Service, 2017). The TTCT Figural Test is typically completed in three activities consisting of: picture construction, picture completion, and repeated figure of lines or circles (Kim, 2006). We propose to use three of the five TTCT measures (Originality, Resistance to Premature Closure, and Elaboration). The remaining two measures were not appropriate to include. Participants did not create a title for the drawing (Title) and did not create any drawings (Fluency). A set of raters will be trained on the adapted TTCT measures, and two raters will assess each drawing to allow for a reliability measure. The criterion-based measures will be combined into a composite score that will be used to rank order the drawings. The main research question we will be exploring is whether the crowdsourced rankings of Knoche et al. (2016) will be different from the criterion-based adapted TTCT rank orders.

**Methods**

**Materials**

The current study utilized the materials and pertinent MTurk data from the Knoche et al. (2016) study. This study received IRB approval from the sponsoring institution. Three sets of 15 drawings gathered from adult participants. More specifically, the drawings were created by college students taking an upper-level cognition course during discussion of creativity. The drawings sampled came from students who consented to give their instructor the drawings. No personal descriptors were on the drawings ensuring anonymity. The students were instructed to produce their most creative drawing on a standard-sized piece of copy paper. Students were instructed to embed a simple figure (resembles a capitalized letter L, with a capitalized letter C bisecting its horizontal line) at least once within their drawing.

Three individuals (one professor and two undergraduate research assistants) were trained on the Torrance Test of Creative Thinking for Originality, Resistance to Premature Closure, and Elaboration using the Torrance Tests of Creative Thinking: Streamlined score guide for Figural Forms A and B. (Scholastic Testing Service, 2017). Next, The three raters were trained adapting the three TTCT measures of Originality, Resistance to Premature Closure, and Elaboration, to drawings. The training consisted of discussing the measures, scoring some drawings together, and then scoring drawings independently. Each individual then scored two of the three drawing sets using an online coding sheet that gathered the entrant’s last name, drawing identification number, and the scores for Originality, Resistance to Premature Closure, and Elaboration (see Appendix).

Each set of 15 drawings were previously assessed by crowdsourced participants on: How Difficult the embedded figure was to find; How Creative the drawing was; How Original the drawing was; and how Artistic the drawing was (each rated on a 5-point Likert scale) (Knoche et al., 2016). There were 146 MTurk participants for Drawing Set 1, 152 for Set 2, and 153 participants for Set 3. The scores for Creativity, Originality, and Artistry
were summed for a total score and then drawings in each set were rank ordered from highest to lowest scores.

Reliability was calculated using Pearson’s r statistic. The outcomes yielded significant positive relationships. The reliability measures for each set are as follows: Set 1 (r = 0.851, n = 15, p < 0.001), Set 2 (r = 0.875, n = 15, p < 0.001), and Set 3 (r = 0.884, n = 15, p < 0.001). These outcomes indicate that the raters’ scores were highly reliable.

**Procedure**

In the present study three individuals were trained on the Torrance Tests of Creative Thinking (TTCT) Figural Forms measures of Originality, Resistance to Premature Closure, and Elaboration. Two individuals scored each of the three sets of 15 drawings from the previous study. Originality was scored as a 1 or a 2, with a score of 1 being typical or an unoriginal use of the figure such as an arm, hand, flower, robot, circle, wheel, or glasses, and a 2 being an original use of the figure that was more embedded into the drawing. Resistance to Premature Closure was scored as a 0, 1, or 2. A score of 0 represented that the figure was closed quickly and directly, a score of 1 represented that the figure was closed less directly, and a score of 2 represented that the figure was not closed at all or that it was closed in a broad way. An Elaboration score was determined by a count of each unique feature presented in the drawing six categories: 1 = 0-5, 2 = 6-16, 3 = 13-19, 4 = 20-26, 5 = 27-33, 6 = > 33 unique features. The combined adapted TTCT measurements totaled to 10 points.

**Results**

Our main research question investigated whether there would be a difference in the creativity rankings of the same drawings assessed by the MTurk participants and scored by research assistants using three modified criterion from the Torrance Test of Creative Thinking Figural assessment. The means and standard deviations of theCrowdsourced and the Criterion-based outcomes for the three sets of drawings can be found in Table 1.

A Pearson product-moment correlation coefficient assessed the relationship between the Crowdsourced composite scores and the Criterion-based scores. There were significant positive correlations for the scores in Drawing Set 1 (r = 0.583, n = 15, p = 0.022), and Set 3 (r = 0.691, n = 15, p = 0.004), but no correlation for Set 2 (r = -0.013, n = 15, p = 0.964). For two of the drawing sets the different assessments were related.

The drawings in each set were ranked based upon the crowdsourced scores and the criterion-based scores respectively. Then the two rankings for each drawing set were submitted to a Wilcoxon Signed-Ranks Test. The results yielded nonsignificant differences between the Crowdsourced rankings and the Criterion-based rankings for all three drawing sets (t = 43.50, p > .001, t = 51.50, p > .001, and t = 39.00, p > .001, respectively). This indicates that the two assessments produced similar rankings.

**Table 1**

<table>
<thead>
<tr>
<th>Drawing Set</th>
<th>Crowdsourced</th>
<th>Criterion-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>SD</td>
<td>M</td>
</tr>
<tr>
<td>Set 1</td>
<td>9.46</td>
<td>1.16</td>
</tr>
<tr>
<td>Set 2</td>
<td>9.08</td>
<td>1.02</td>
</tr>
<tr>
<td>Set 3</td>
<td>9.18</td>
<td>1.49</td>
</tr>
</tbody>
</table>

Note: The range of scores possible for the Crowdsourced scores were 3-15 and the range for the Criterion-based scores were 2-10.

**Discussion**

It has been over 70 years since J. P. Guilford issued the challenge for researchers to develop a greater focus on measuring creativity. Since that time, there have been significant successes, e.g., Torrance Test of Creative Thinking and the Remote Associates Test (Bowden & Jung-Beeman, 2003). However, these measures are lacking the authenticity that current researchers are calling for (c.f. Gläveanu, & Beghetto, 2020).

Assessing the creativity in drawings is especially challenging. On one hand, researchers can use crowdsourced responses with a hope that an accurate estimate of creativity is found at the midpoint of the score distribution. On the other hand, there is so much variability and subjectivity rendering a creativity judgment. We addressed these issues by adapting measures taken from an established and respected instrument - TTCT. We sought to investigate whether both assessment strategies ranked drawings in a similar way. We found that criterion-based rankings do not differ from crowdsourced ones. Given this outcome, essentially replicated in all three drawing sets, suggests that using the criterion-based approach is preferable because of the high reliability.

Moreover, for two of the three picture sets, there are strong positive correlations between crowdsourced scores and criterion-based scores. Drawings that were rated as higher in overall creativity received higher
criterion-based scores. However, Drawing Set 2 did not receive a similar outcome. In fact, there was no correlation between the crowdsourced and criterion-based scores. We examined the individual scores to observe any discernible patterns in the scores. For the criterion-based scores the drawings had scores spanning the entire range of possible scores. There was a cluster of scores in the middle. For the crowdsourced scores almost all of the scores were clustered in the middle of the range of possible scores and only separated by tenths and, in some instances, hundredths of a point. This restricted range of scores could be explained by regression to the mean or, more simply, that participants were being “nice” and did not want to give low ratings because creativity is in the eye of the beholder. This could be characterized as a demand characteristic effect. In comparing rank positions for the individual drawings in Set 2, the crowdsourced rank positions were lower for drawings with a rank difference of four or more positions except for one case. More specifically two of the drawings in Set 2 received the lowest scores possible indicating little creativity and what Simonton (2018) would describe as routine and reproductive. However, the crowdsourced scores for these drawings placed them in the middle of the range for scores. This type of outcome is a disadvantage of collecting judgments from a general population with no formal training in scoring creative works. Moreover, the results obtained for Drawing Set 2 underscore the advantage of using criterion-based measurements and trained scorers.

That stated, the criterion-based scores for Drawing Set 2 indicate a weakness that could be addressed. In this set eight of the 15 drawings received scores within two points of each other in the middle of the range. Adding more criteria would allow for a greater potential range of scores and variability to the outcomes. This study used three out of five criteria employed in the Torrance Test of Creative Thinking Figural test. Adding in more criteria would also balance out the effect of Elaboration scores. Drawings, while having a strong authentic aspect, have a challenge for measuring all of the variability possible. This also affects measurement and the reliability of scoring them. Having the Elaboration score account for six of the possible ten points a drawing can receive represents one of the stronger limitations in this study. Higher Elaboration scores can come from adding more features but also adding to the quality of the features as well. For example, additional points are earned by use of color, shading, and repetition and may appear to be peripheral to the main original idea. We observed some of these influences in Drawing Set 2. Specifically, for one of the drawings there was a scene depicting a neighborhood with a house and a driveway, a tree near the front of the drawing, and another house in the background of the drawing. A car, garage, stop sign, and two depictions of people were also included in this drawing. However, there is no shading or use of color, and everything is drawn as just linework. This drawing was scored highly on the criterion-based measurement largely based upon a high elaboration score, but was rated very low in the MTurk study. The incongruence in these outcomes may demonstrate a lack of representative characteristics for creative work in the standardized rating methods.

For future research in this area, we recognize that assessing the creativity in drawings is a challenge. Based upon discussions in the creativity literature, there is a growing emphasis on authentic processes, e.g., Beghetto (2016), Corazza (2016), Glâveanu, & Beghetto, (2020), and Runco (2019). The drawings that we assessed in this study represent authentic works and while this is in greater harmony with the current trend in the creativity field, there is a lot of variability in the drawings. While using a predetermined set of figures like that seen in the Torrance Test of Creative Thinking Figural test is easy to score, it is not very authentic. We think there is a middle ground using authentic drawings while utilizing the greatest strength of the TTCT - that is namely scoring criteria and trained scorers. Providing a tabula rasa with a figure to embed allows the drawers to play and evolve their work with no specific end objective in mind. This structure is central to the thesis of Stanley and Lehman’s (2015) book Why greatness cannot be planned: The myth of the objective. Their work in evolutionary computer programming and artificial intelligence demonstrates that creativity emerges as a byproduct of intelligent serendipitous discovery rather than the objective. In other words, creative outcomes are not the prescribed destination and occur as a product of exploration.

Moving forward, it would be beneficial to add additional criterion-based measures to the composite measurement of Originality, Resistance to Premature Closure, and Elaboration. While these measures were found to be highly reliable, adding more measures could allow for a richer and more dimensional view of creativity. This could further differentiate more creative work from less creative work. For instance, these additions could have influenced the scores on Drawing Set 2, spreading out the scores and providing a clearer rank order. Possible limitations may include longer training sessions, longer rating durations for each drawing, and potential threats to reliability by adding in additional measurements.
Since both the Originality and Resistance to Premature Closure are scored up to two points each, the remaining six possible points come from the Elaboration score and this may skew the final score. For example, an image could score poorly in both Originality and Resistance to Premature Closure, but score highly in Elaboration simply by having a lot of features, e.g., color, shading, repetition, perspective, etc., but not contributing directly to the creativity of the outcome. Adding additional measurements could offset the larger contribution of the Elaboration score. Additional measures could be developed from the 13 Creative Strengths presented in the Torrance Tests of Creative Thinking Streamlined Scoring Guide for Figural Forms A and B. More specifically, this may include: Unusual Visualization, Richness of Imagery, or Storytelling Articulateness (Scholastic Testing Service, 2017). Unusual Visualization could be represented and measured in the drawings by the inclusion of an object or a situation that is being used in both an old way and a new way, or by utilizing a unique perspective beyond an upright or straight-on view of an object. Richness of Imagery could be represented by how much the individual can construct a story behind their drawing by adding liveliness and variety. Storytelling Articulateness could also be represented by how clearly the story of the image is communicated to others based on the context and environment included in the drawing (Scholastic Testing Service, 2017). In addition to balancing out the influences on the final score, these added measures each have a slightly different focus from the three used in the current study, therefore they could provide more representative characteristics for creative work.

Studies like the one presented here highlight the evolution of creativity research and more specifically how to measure the creativity expressed in drawings. While a sample of participants can provide ratings for how creative they perceive drawings to be, these will always be fraught with subjectivity and demand characteristics. We have demonstrated that criterion-based measurements can be an effective alternative, and there can be improvements to those. The Torrance Test of Creative Thinking Figural test provides a standard of reliability and accuracy, yet lacks the authenticity that current researchers are emphasizing. We believe giving individuals a simple figure to embed and the widest opportunity to produce their most creative work better addresses the issue of authenticity. Perhaps the future exploration of determining creativity in drawings will continue to evolve to maximize the advantages and minimize the disadvantages building upon the work of theorists such as E. Paul Torrance.
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Appendix

Data Entrant Information

Scoring information taken from the Torrance Tests of Creative Thinking: Streamlined Scoring Guide for


Entrant Last Name: ________________________

Picture ID: ____________________

Torrance Score – Originality

• 1  • 2

Common – arm/hand, glasses, circle/wheel, flower, robot

Torrance Score – Resistance to Premature Closure

• 0  • 1  • 2

0 – figure is closed in quickest easiest way

1 – figure is closed but additions are made around it or outside of it

2 – figure not closed or incidental

Torrance Score – Elaboration

• 1  • 2  • 3  • 4  • 5  • 6

(1 pt. is given for each idea/feature that is added, after determining the basic portion of the response).

1= 0-5, 2 = 6-16, 3 = 13-19, 4 = 20-26, 5 = 27-33, 6 = > 33
EXECUTIVE FUNCTION AND NOVEL WORD LEARNING
IN ACTIVE AND INACTIVE BILINGUALS

ATHENA SZETO AND CASS FOURSHA-STEVenson

MOUNT ROYAL UNIVERSITY

Abstract – The relationship between bilingualism and cognition has been studied extensively with a great deal of literature both in support of and challenging the idea of a bilingual advantage. However, the effect of language use on the bilingual advantage has been suspected to be a confounding variable. Previous studies have reported bilingual participants demonstrating faster reaction times (RTs) and greater accuracy than monolinguals in tasks that test inhibition, task switching, and novel word learning. If regular language use and switching does have an effect on cognition, we predicted that participants who regularly switched between languages would demonstrate faster RT and accuracy when compared with other participants. Participants were divided into three groups: monolinguals, inactive bilinguals (bilinguals who regularly use only one language), and active bilinguals (bilinguals who regularly use more than one language), and were compared on their task performance to determine whether there is an effect of active language use on accuracy and RT. Contrary to our predictions, the monolingual group demonstrated significantly faster RT than the active bilingual group on the Simon task. We found no significant differences between the groups' RT and accuracy in the other tasks. No evidence supporting a bilingual advantage as a result of language use was found in the Simon, ANT, card sort, or novel word learning tasks. Conversely, active language use can result in a disadvantage in inhibitory processing in young adult bilinguals. It is possible that active language use may exhaust cognitive resources, thereby increasing RT.
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Many researchers have studied the effects of bilingualism and have found evidence of a bilingual advantage in areas of executive functioning such as inhibition and task-switching (Bialystok & Martin, 2004; Bialystok et al., 2006; Bialystok, 2008; Bialystok et al., 2012; Colzatlo et al., 2008; Costa et al., 2008; Costa et al., 2009; de Bruin et al., 2015b; Pelham & Abrams, 2014; Prior & MacWhinney, 2010; Soveri et al., 2011; Treccani et al., 2009; Vega & Fernandez, 2011; Vega-Mendoza et al., 2015; Verreyt et al., 2015). In addition to executive function advantages, a bilingual advantage in novel word learning has also been reported (Kan & Sadagopan, 2014; Kan et al., 2014; Kaushanskaya & Marian, 2009a; Kaushanskaya & Marian, 2009b; Kaushanskaya & Rechtzigel, 2012; Kaushanskaya et al., 2013; Nair et al., 2016). Advantages associated with bilingualism do not appear to stop there, as research has found an effect of bilingualism across a vast area of cognitive domains from conflict resolution, executive control, cognitive flexibility, and even in storing information in working memory (Bialystok, 2008).

However, a meta-analysis by de Bruin et al. (2015a) argued that despite the volume of research that supports the existence of a bilingual advantage, there is a publication bias that prevents studies that did not find a bilingual advantage from being added to the existing pool of literature. de Bruin et al. (2015b) challenged the idea of a bilingual advantage arguing that despite the vast body of literature that demonstrated a bilingual advantage, there were also many studies that did not find significant differences between monolingual and bilingual participants (see Incera & McLennan, 2018; Kousaie et al., 2014; Paap & Greenberg, 2013). In fact, finding a bilingual advantage may be more difficult than expected as bilingualism is an experience that is difficult to control. Some examples of possible confounding variables include social economic status (SES), immigration, acculturation, age of acquisition (AoA) of participants’ second language
One specific variable that de Bruin et al. (2015b) identified was that within the group of bilingual participants, participants would vary on their use of languages. Other studies have also found that some bilingual participants were more likely to switch between languages during the day, sometimes even within a conversation, depending on the environment (Luk & Bialystok, 2013; Soveri et al., 2011). Previous research has indicated that performance on tasks change based on how often a person switches between languages, as participants who practice switching between languages regularly are more balanced in their proficiency in both languages and have more practice juggling the cognitive load of multiple languages, leading to better performance in executive function tasks (Luk & Bialystok, 2013; Pelham & Abrams, 2014; Verreyt et al., 2015). In novel word learning, participants’ language use is usually measured to ensure that bilinguals differ in language experience from monolinguals, but it appears that no research has examined possible effects of varying language use on word learning (Kan et al., 2014). While many studies aim for bilinguals who are more balanced in their language usage to compare against monolinguals, it can also be helpful to examine the variability within the bilingual group.

The current study seeks to determine whether there is a difference between monolinguals and bilinguals in cognitive functioning and novel word learning tasks by examining the role of regular language use on executive functioning and ability to learn new words in a short period of time.

**Inhibition**

One major area of research that has been studied extensively is the bilingual advantage in inhibition tasks (Bialystok et al., 2004; Bialystok et al., 2006; Bialystok, 2008; Costa et al., 2008; Costa et al., 2009; Pelham & Abrams, 2014; Verreyt et al., 2015). Inhibition is often defined as the executive control ability to focus on relevant information while ignoring competing information or responses in order to achieve goals (Gamboz et al., 2009; Soveri et al., 2011). There are many theories as to why bilinguals have an advantage over monolinguals in non-verbal inhibition tasks. One theory is that bilinguals have more practice with inhibition as they are inhibiting their other language when communicating with others (Bialystok, 2008; Costa et al., 2008).

Studies have found that bilinguals of different ages all tend to perform better in inhibition type tasks than monolinguals (Bialystok, 2008; Bialystok et al., 2004; Bialystok & Martin, 2004; Costa et al., 2008). Pelham and Abrams (2014) compared bilinguals who learned their second language (L2) early in life with participants who became bilingual during their teenage years. They found that these late bilinguals shared cognitive advantages similar to the participants who acquired their L2 during childhood, indicating that age of acquisition (AoA) or length of bilingualism does not affect the bilingual advantage, but rather regular use of more than one language (Pelham & Abrams, 2014). Tasks such as the Simon task (Bialystok, 2008; Bialystok et al., 2004) and the Attentional Network task (ANT) (Costa et al., 2008; Pelham & Abrams, 2014) are commonly used to test inhibition in bilingual and monolingual participants.

The Simon task is an inhibition task that involves a stimulus appearing on one side of the computer screen and participants are asked to indicate the color of the stimulus by pressing a key on either the right- or left-hand side of the keyboard. The reaction times (RT) for congruent trials (stimulus appears on the same side of the screen as the key) are compared with the RT from incongruent trials (stimulus and key are on opposing sides). Bilinguals generally show a smaller difference in RT between congruent and incongruent trials, leading to the conclusion that bilinguals have an advantage in inhibition (Bialystok, 2008; Bialystok et al., 2004; Verreyt et al., 2015).

The ANT task tests inhibition, but also tests other parts of the attention network including monitoring and alerting (Costa et al., 2008; Pelham & Abrams, 2014). For this study we focused on the inhibition aspect, treating it as a flanker task. Like the Simon task, participants are asked to indicate the direction of a central arrow while inhibiting the direction of the flanking arrows around it. Once again bilinguals have been reported to have faster RTs when compared with monolinguals, which researchers have concluded that bilinguals have advantages with inhibiting conflicting information and have more efficient attentional networks (Bialystok, 2008; Costa et al. 2008; Pelham & Abrams, 2014).

Attempts to replicate these advantages have not always been successful (Incera & McLennan, 2018; Kousaie et al., 2014). When de Bruin et al. (2015b) matched their bilingual and monolingual participants, they found no differences between group RT scores suggesting bilingual advantage. Paap and Greenberg (2013) tested several groups of participants using many tasks that had reported a bilingual advantage and they too found no bilingual advantage. In fact, on the Simon
task they found a bilingual disadvantage (Paap & Greenberg, 2013).

**Task-Switching**

Another area in which a bilingual advantage has been reported is task-switching (Hernández et al., 2013; Prior & MacWhinney, 2010; Soveri et al., 2011; Vega & Fernandez, 2011; Xie & Dong, 2017). The bilingual advantage in task-switching has been theorized to stem from bilinguals switching back and forth between their languages because the mechanisms that underlie language switching are thought to be similar to general task-switching (Hernández et al., 2013). Further research done by Hernández et al. (2013) with Spanish-English participants has demonstrated that bilinguals have lower restart costs by demonstrating faster RTs in trials that have repeated cues. These results seem to indicate the presence of a bilingual advantage.

Task-switching is measured by a variety of different paradigms, including a task like the Wisconsin Card Sort Task (WCST), which measures switching amongst other executive control functions (Gamboz et al., 2009; Miyake et al., 2001; Vega & Fernandez, 2011; Xie & Dong, 2017). Participants are given a card and asked to sort it by one of its features (e.g. card with yellow circle will be placed in the pile with the color yellow). Part way through the task, the sorting criteria will change. Participants who were previously sorting based on color will have to sort according to another feature (e.g., shape). Accuracy between switching and non-switching conditions will be compared with the expectation that bilinguals will make fewer errors and adapt to new switching rules faster than monolinguals (Vega & Fernandez, 2011).

Similar to findings produced in inhibition studies, a fair share of studies have found no bilingual advantage in task-switching (de Bruin et al., 2015b; Kousaie et al., 2014; Paap & Greenberg, 2013). Kousaie et al. (2014) found, contrary to previous findings, one of the monolingual groups in the study had outperformed the bilinguals on the WCST. Using various other task-switching paradigms, neither de Bruin et al. (2015b) nor Paap and Greenberg (2013) were able to replicate a bilingual advantage in task-switching.

**Novel Word Learning**

In addition to general cognition advantages, bilingual advantages have been reported in novel word learning tasks (Kan & Sadagopan, 2014; Kan et al., 2014; Kaushanskaya, 2012; Kaushanskaya & Marian, 2009a; Kaushanskaya & Marian, 2009b; Kaushanskaya & Rechtzigel, 2012; Nair et al., 2016). It has been hypothesized that bilinguals’ increased experience with different language systems results in an easier time learning new words in a short period of time (Kan & Sadagopan, 2014; Kaushanskaya & Marian, 2009b). However due to the complexity of word learning and large variability of bilingual experiences, the exact nature of the advantage is still unknown (Kaushanskaya & Marian, 2009b; Nair et al., 2016).

The role of bilingual age of language acquisition and the effect of phonological familiarity (words that sound like they belong to a language that a person is familiar with) on novel word learning has been examined (Kaushanskaya & Rechtzigel, 2012; Kaushanskaya et al., 2013; Nair et al., 2016). These studies found that bilinguals who acquired their L2 later had more difficulty learning new words (Nair et al. 2016), and that bilinguals had an easier time accurately recalling novel words when they were phonologically familiar and associated with their native language (Kaushanskaya et al., 2013). Kan et al. (2014) presented Spanish-English bilinguals with a novel word paired with a novel visual stimulus and tested their ability to identify the corresponding word or stimulus. Kan et al. (2014) reported that bilinguals recalled significantly more novel words after a short learning period and that there was an interaction between increased speech practice and more language exposure that led to better novel word recall.

**Active and Inactive Bilingualism**

Many studies have examined the bilingual experience, focusing on various variables from AoA, to language proficiency, and language environments (Soveri et al., 2011). However, de Bruin et al. (2015b) argued that when studying bilinguals, it is important to put a stronger emphasis on the participant’s language use rather than just their knowledge of L2. While other studies have also examined the effect of language use and potential effects on bilingualism, de Bruin et al. (2015b) grouped participants into three groups: monolinguals, active bilinguals (bilinguals who regularly use more than one language), and inactive bilinguals (bilinguals who know a L2 but regularly use only one language). Participants were then matched to control for possible confounding variables (eg. immigration, socioeconomic status (SES), education, age, etc.) and were asked to complete inhibition and task-switching tasks that had previously reported a bilingual advantage (de Bruin et al., 2015b).

The researchers found no significant differences between groups and concluded that there was no bilingual advantage present (de Bruin et al., 2015).

Other studies examining bilingualism argued that rather than dichotomizing bilingualism, treating bilingualism as a continuous variable may help control for possible confounding variables and individual differences between participants (Incera & McLennan,
2018; Luk & Bialystok, 2013; Soveri et al., 2011). Luk and Bialystok (2013) argued that since bilingualism is made up of many different dimensions, using a non-categorical approach best captures the experience.

Present Study

The current study aims to examine the effect of active bilingualism on executive functioning tasks measuring inhibition and task-switching while also looking at novel word learning in a university setting in Alberta, Canada. Although Canada is officially a bilingual country, most Albertans regularly only use English in professional and public settings. We are interested in examining whether or not the existence of a bilingual advantage can be found when participants from a wide range language backgrounds are divided into groups according to their language usage. Participants were asked to fill out a survey to gather basic information such as language experience, AoA, and how often they use more than one language per day. From here, participants will be divided into groups: monolingual, active bilingual, and inactive bilingual. Language usage will also be examined as a continuous variable to control for confounding variables. The current study focuses on tests that have reported bilingual advantages in the past (Simon task, ANT, and WCST). In addition, the role of active bilingualism in novel word learning for various bilinguals will also be examined by presenting the same words from the Kan et al. (2014) study.

If there is a bilingual advantage, then bilinguals are predicted to perform better on the executive functioning and novel word learning tasks than monolinguals. If there is an effect of active bilingualism, then active bilinguals will outperform inactive bilinguals. Specifically, better performance will be demonstrated by lower RTs on the inhibition tasks and greater accuracy on the WCST and novel word learning tasks. These findings could provide further insight into the potential advantages associated with bilingualism.

Method

Participants

Participants were recruited from the pool of Introductory Psychology students at Mount Royal University; students signed up for the study online and received 1% of credit towards their final grade as compensation. A total of 61 participants, 16 males and 45 females, from 31 different language backgrounds (Table 1), aged 18-43 years old ($M = 23.41$ years old, $SD = 6.18$) were recruited and divided into one of three groups according to their language use. One participant was excluded from the study because the questionnaire was completed incorrectly.

<table>
<thead>
<tr>
<th>Language</th>
<th>Number of Users</th>
<th>Language</th>
<th>Number of Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>61</td>
<td>Kapampangan</td>
<td>1</td>
</tr>
<tr>
<td>French</td>
<td>21</td>
<td>Korean</td>
<td>1</td>
</tr>
<tr>
<td>Spanish</td>
<td>13</td>
<td>Lithuanian</td>
<td>1</td>
</tr>
<tr>
<td>Italian</td>
<td>5</td>
<td>Mandarin</td>
<td>1</td>
</tr>
<tr>
<td>Japanese</td>
<td>4</td>
<td>Norwegian</td>
<td>1</td>
</tr>
<tr>
<td>Tagalog</td>
<td>4</td>
<td>Portuguese</td>
<td>1</td>
</tr>
<tr>
<td>German</td>
<td>3</td>
<td>Serbian</td>
<td>1</td>
</tr>
<tr>
<td>Cantonese</td>
<td>2</td>
<td>Shanghainese</td>
<td>1</td>
</tr>
<tr>
<td>Cree</td>
<td>2</td>
<td>Somali</td>
<td>1</td>
</tr>
<tr>
<td>Punjabi</td>
<td>2</td>
<td>Twi</td>
<td>1</td>
</tr>
<tr>
<td>Russian</td>
<td>2</td>
<td>Vietnamese</td>
<td>1</td>
</tr>
<tr>
<td>Stoney Nakoda</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urdu</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arabic</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bengali</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cambodian</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Danish</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Farsi</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hebrew</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hindi</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Participant Groups

Participants who indicated that they were exposed to an L2 less than 5% of the time were placed in the monolingual group, participants who reported being exposed to more than one language from 5-25% of the time were considered inactive bilinguals, and participants who spoke, read, listened, etc. to another language more than 25% of the time were categorized as active bilinguals. There were a total of 19 monolingual participants ($M_{age} = 22.84$ years old, $SD = 5.44$), 22 inactive bilinguals ($M_{age} = 23.68$ years old, $SD = 5.22$), and 20 active bilinguals ($M_{age} = 23.65$ years old, $SD = 7.88$). A one-way ANOVA was run ($F(2,58) = 0.11, p = .893$) and found no significant differences between language groups in terms of age.

While on the lower side in terms of participants per group, it is not unusual to have about 20 participants per group. Many studies are conducted with roughly 20-30 people in each language group (Bialystok et al., 2004; Bialystok et al., 2006; de Bruin et al., 2015b; Kan et al., 2014; Kan & Sadagopan, 2014; Kaushanskaya & Marian,
Language Switching and Word Substitution

Two separate one-way ANOVAs were conducted comparing the three groups on language switching and word substitution to check for language use. Language switching and word substitution were measured on a scale from rarely (1) to often (6). The groups differed significantly on how often they switched between languages per day (F(2, 58) = 26.92, p < .05). A Games-Howell post-hoc test was run to compare the three groups, with the active bilingual group (M = 4.45, SD = 1.47) switching between languages significantly more often than the monolingual group (M = 1.05, SD = 1.94) where p < .05 and the inactive bilingual group (M = 2.82, SD = 1.94, p = .010). The inactive bilingual group switched between languages significantly more than the monolingual group at the p < .05 level.

The groups also differed significantly on word substitution (F(2, 58) = 17.93, p < .05). Another Games-Howell post-hoc was run to compare the groups. The monolingual group (M = 1.37, SD = 0.83) substituted words significantly less often than both the inactive bilingual (M = 3.27, SD = 1.93) and active bilingual (M = 4.35, SD = 1.66) groups at the p < .05 level; there was no difference between the inactive bilingual and active bilingual groups on word substitution (p = .14).

SES

To control for potential SES differences, information about participants’ parent’s education was gathered. Each participant was asked to indicate their parent’s highest education level completed: High School Not Completed (1), High School Graduate (2), Undergrad Completed (3), and Graduate or Professional Degree Obtained (4). Two one-way ANOVAs were run to compare parents’ education between the three language groups. There were no significant differences between groups for either father’s (F(2, 58) = 0.132, p = .877) or mother’s (F(2, 58) = 1.34, p = .271) education level. Parents of participants from all three language groups had completed similar levels of education.

Living Outside of Canada and L2 courses

Information about whether participants had lived in a country outside of Canada or had taken a second language course was also gathered, two one-way ANOVAs were run to compare the groups. Groups differed significantly in countries where they had lived (F(2, 58) = 8.31, p < .05), indicating that one group had significantly more participants that had lived in another country besides Canada. In a Games-Howell post hoc, the active bilingual group (M = .65, SD = .49) was significantly more likely to have lived in another country than the inactive bilingual (M = .27, SD = .46, p < .05) and the monolingual (M = .11, SD = .32, p < .05) groups. There were no significant differences between the inactive bilingual and monolingual groups (p = .360). There were no significant differences between groups when comparing participants’ on whether they had taken an L2 course (F(2, 58) = 0.347, p = .708); indicating that regardless of language use, participants were equally likely to have taken an L2 course.

Materials and Design

The questionnaire measured the participants’ use of language and gathered background information as described above. Responses were used to divide the participants into one of three groups: monolingual, inactive bilinguals, and active bilinguals. Following this, participants were asked to complete three executive functioning tasks (Simon, ANT, and WCST) and one novel word learning task.

This study used a computer with PEBL (Psychology Experiment Building Language) and DirectRT software installed to conduct executive functioning and novel word learning tasks. PEBL is a psychology test bank where the researchers used the ANT and WCST. DirectRT was used to measure RTs and accuracy for the Simon task and the novel word learning task. The collected data were analyzed using IBM SPSS version 24 software.

Simon Task

Participants began with the Simon task. The Simon task has participants watching a computer screen while red or green squares appear on either the left or right side of the screen. Participants are asked to press K (a key on the right-hand side of the keyboard) if the square is red and to press S (a key on the left) if the square is green, regardless of the squares’ positions on the computer screen. There are a total of 32 trials, 16 congruent and 16 incongruent. When the position of the square on the computer screen is congruent to the position of the key pressed on the keyboard, then participants are expected to have faster RTs when compared to an incongruent trial where the position of the square and key are different. The Simon cost is calculated by comparing the RTs of congruent and incongruent trials. The Simon task is a common test of executive functioning used in bilingualism studies to measure inhibition with bilinguals having a smaller Simon cost than monolinguals, indicating an advantage in inhibition (Bialystok, 2008; Bialystok et al., 2004).

ANT

The next task is the ANT. Similar to the Simon task, the ANT also measures inhibition among other
executive functioning processes. During the ANT, a fixation cross appears on the screen. A star may or may not appear on the screen to indicate whether the stimuli will appear above or below the fixation cross. Afterwards, one arrow or a row of arrows will appear on the screen and the participant is to press the right or the left shift keys to indicate the direction of the central arrow. Like the Simon task, the ANT is made up of congruent and incongruent trials but also includes a neutral trial in which only one arrow is present on the screen. The difference between the neutral, congruent, and incongruent trials was used to compare the three different groups on their ability to pay attention to the central arrow, while ignoring the other arrows. On PEBL, the ANT consists of four blocks of trials. The first block was a practice trial with 24 trials. The other three blocks were experimental trials. There were a total of 144 experimental trials, with a final total of 168 trials in the default ANT parameter on PEBL. Previous studies have shown that bilinguals significantly outperform monolinguals in this task (Costa et al., 2008; Pelham & Abrams, 2014).

**WCST**

The final executive functioning task that the participants were asked to perform is the WCST. Here the participants' ability to switch between tasks was measured. On the computer screen a card appeared which could be sorted in several different ways (e.g. shape, color, number). The participant had to sort the image on one of its features and received feedback about whether their selection was correct. Participants had to figure out the sorting rule and the sorting criteria changes during the task. There were a total of 64 experimental trials on PEBL using the card sort parameter. Here the difference between switching and non-switching errors was used to determine the participant's proficiency in switching tasks. Switching tasks like the card sort task have been previously used in bilingual studies that have reported a bilingual advantage (Hernández et al., 2013; Prior & MacWhinney, 2010).

**Novel Word Learning Task**

Finally, participants performed a novel-word learning task. Here they were presented with a novel word (presented in writing and in sound) from Kan et al. (2014), paired with a novel visual stimulus created for this study (see Appendix for examples of novel stimuli) and were given fifteen seconds to become familiar with the stimulus and word. There were sixteen novel word and image pairings for the participant to memorize. Afterwards, participants were tested with trials in which they were presented with the stimulus and asked to pick its paired word. Participants were then presented with a stimulus and were asked to verbally produce its paired word. There were sixteen matching trials and six trials for recall. The accuracy on these trials was used to determine the participant's ability to learn new words in a short period of time. Novel word and novel image association tasks had reported a bilingual advantage in the past (Kan et al., 2014; Kan & Sadagopan, 2014).

**Procedure**

Upon arrival, participants were briefed by the researcher, signed consent forms, and were guided in filling out a questionnaire to assess their experience, use, and proficiency with languages. Participants were seated in front of a computer and received instructions on the tasks that they were asked to perform, beginning with the Simon task. They then completed the ANT followed by the WCST and finished with a novel word learning task. After completing the matching trials, participants were told to inform the researcher that they have reached the recall phase. The researcher then returned to the room and asked the participants to verbally recall the associated word when presented with its stimulus. The researcher informed participants to take their time and recall the word as accurately as possible before pressing the space bar to move on to the next word. The researcher recorded the participants' responses. Finally, participants received a debriefing form and were asked if they had any questions about the study; afterwards, the participants were free to leave the lab and were given class credit for their participation.

**Results**

**Simon Task**

The Simon task was analyzed using a 3x2 mixed model General Linear Model, with language group (monolingual, inactive bilingual, active bilingual) as the between-groups variable and trial type (congruent vs. incongruent) as the within-groups variable. RT and accuracy (number of correct responses) were analyzed separately.

RT regression analysis was carried out using a subtraction method by Fan et al. (2002) and Di Francesco et al. (2016) in which participants’ congruent RT scores were subtracted from their incongruent scores. The same method was carried out with participants’ accuracy scores, subtracting incongruent scores from the congruent.

**RT**

There were significant differences between the three groups RTs in milliseconds (F(2, 58) = 4.50, p <.05,
\( \eta_p^2 = .134 \) (see Tables 2 and 3); a Games-Howell test was run and the monolingual group (\( M = 468.91, SD = 60.35 \)) produced significantly faster RTs than both the inactive (\( M = 533.40, SD = 97.82 \)) and active bilingual (\( M = 613.38, SD = 22.34 \)) groups when \( p < .05 \), there were no significant differences between the inactive and active bilingual groups (\( p = .367 \)). The monolingual group demonstrated significantly faster RTs in the Simon task than both bilingual groups. There was a significant main effect of trial type (\( F(1, 58) = 4.92, p < .05, \eta_p^2 = 0.78 \)), with faster RTs in congruent trials (\( M = 511.34, SD = 123.62 \)) than incongruent trials (\( M = 561.46, SD = 221.17 \)); indicating that participants had faster RTs when the image on the screen appeared on the same side as the key they pressed. There was no significant interaction between language and trial condition (\( F(2, 58) = 0.712, p = .495 \)), indicating that language use had no effect on performance across congruency (see Figure 1).

**Table 2**

<table>
<thead>
<tr>
<th></th>
<th>Monolingual</th>
<th>Inactive Bilingual</th>
<th>Active Bilingual</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Simon</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>RT</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Congruent</td>
<td>447.70 (71.07)</td>
<td>518.81 (102.99)</td>
<td>563.60 (157.37)</td>
</tr>
<tr>
<td>Incongruent</td>
<td>485.40 (67.55)</td>
<td>544.74 (101.97)</td>
<td>652.11 (351.99)</td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Congruent</td>
<td>.98 (.03)</td>
<td>.95 (.08)</td>
<td>.94 (.16)</td>
</tr>
<tr>
<td>Incongruent</td>
<td>.97 (.03)</td>
<td>.94 (.07)</td>
<td>.89 (.21)</td>
</tr>
<tr>
<td><strong>ANT</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incongruent</td>
<td>638.77 (112.54)</td>
<td>665.14 (132.16)</td>
<td>747.24 (281.42)</td>
</tr>
<tr>
<td>Neutral</td>
<td>543.60 (94.85)</td>
<td>574.95 (115.36)</td>
<td>648.47 (284.88)</td>
</tr>
<tr>
<td>Congruent</td>
<td>631.78 (97.98)</td>
<td>667.72 (159.94)</td>
<td>731.99 (287.10)</td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incongruent</td>
<td>.95 (.07)</td>
<td>.91 (.13)</td>
<td>.85 (.27)</td>
</tr>
<tr>
<td>Neutral</td>
<td>.97 (.06)</td>
<td>.97 (.06)</td>
<td>.90 (.25)</td>
</tr>
<tr>
<td>Congruent</td>
<td>.95 (.06)</td>
<td>.91 (.14)</td>
<td>.85 (.28)</td>
</tr>
<tr>
<td><strong>WCST</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preservative Errors</td>
<td>.15 (.09)</td>
<td>.12 (.05)</td>
<td>.17 (.09)</td>
</tr>
<tr>
<td>Non-Preservative Errors</td>
<td>.11 (.08)</td>
<td>.09 (.07)</td>
<td>.11 (.07)</td>
</tr>
</tbody>
</table>

Note. Accuracy and error scores were converted to error rates.

**Regression**

The linear regression predicting RT scores from L1 exposure was insignificant (see Table 4). Therefore, participants L1 exposure does not predict their RT scores in the Simon task. Another linear regression was run to predict accuracy scores using L1 exposure and found a
significantly linear regression $F(1, 59) = 4.00, p = .05, R^2 = .063$. Participants’ accuracy scores decreased by -0.001 for each increase in L1 exposure. Indicating that the participants who frequently used L1 more often tended to have lower accuracy scores, supporting results from the dichotomized analysis. suggesting a bilingual disadvantage (see Table 4).

**ANT**

The ANT was analyzed with a 3x3 mixed General Linear Model with language groups serving as the between-group variable and trial type (neutral, incongruent, congruent) as the within-groups variable. RT and accuracy (number of errors) were analyzed separately.

For the regression analyses, RTs and accuracy were analyzed using the same subtraction method from the Simon task; RT scores were generated by subtracting neutral and congruent scores from the incongruent scores, accuracy scores were created by subtracting congruent and incongruent scores from the neutral scores.

None of the ANT results were significant. See Table 3 for the categorical analyses and Table 4 for the regression results.

**WCST**

**Accuracy**

A 3x2 mixed General Linear Model was run to compare participants WCST scores. Language groups served as the between-groups variable and types of errors served as the within-groups variable, comparing the number of perseverative errors (errors that occurred when the sorting rule changed) with the number of non-perseverative errors (random errors).

The results were insignificant (see Table 3).

**Regression**

The linear regression performed to predict the effect of language usage on the percentage of perseverative errors was insignificant (see Table 4).

**Novel Word Learning**

Matching and recall conditions from the Novel Word Learning task were analyzed separately. A one-way ANOVA was run comparing the three language groups on number of correct answers in the matching condition.

Both the ANOVA and the regression in the matching condition were insignificant (see Tables 3 and 4).

**Recall**

**Accuracy.** For the recall condition, three separate one-way ANOVAs were run to compare groups on the number of correct, incorrect, and partially correct (participants were able to recall part of the word) novel words they were able to recall. (see Table 3).

**Regression.** The regression analysis was insignificant (see Table 4).

**Discussion**

The purpose of the study was to gain a better understanding of the effects of bilingual language use on cognitive function and word learning. Participants were asked to perform tasks that had previously reported a bilingual advantage, but we were unable to find evidence to support a bilingual advantage. We had hypothesized that a bilingual who regularly used more than one language would show a stronger bilingual advantage, but we found no evidence of an effect of active bilingualism either.

**Inhibition**

In the Simon task, we found a significant difference in the RTs between different language groups. However, our active bilingual group had the slowest RTs, which contradicts our hypothesis that there is an effect of
active bilingualism, indicating that increased language use negatively affected inhibition. Our results also contradict previous studies in which bilinguals were reported to demonstrate faster RTs on incongruent trials when compared to monolinguals (Bialystok, 2008; Bialystok et al., 2004; Verreyt et al., 2015), suggesting that monolinguals may have an advantage in the Simon task. Contrary to previous studies, our bilinguals did not outperform the monolingual group on the ANT either (Costa et al. 2008; Pelham & Abrams, 2014) possibly due to a number of variables that were not controlled for such as language proficiency, language pairs, acculturation, etc. While bilinguals have been reported to show an advantage in inhibition, this would not be the first study in which a bilingual advantage in inhibition was not found (de Bruin et al., 2015b; Incera & McLennan, 2018; Kousaie et al., 2014; Paap & Greenberg, 2013). Paap and Greenberg (2013) also found a bilingual disadvantage with inhibition tasks.

It has been previously hypothesized that bilinguals have an advantage in inhibition because they have practice with inhibiting another language while speaking (de Bruin et al., 2015b). In the case of our active bilinguals, since they regularly use more than one language, they are more likely to have practice with inhibition than the inactive bilingual or monolingual groups. Research has also suggested that the inhibition practiced by bilinguals inhibiting another language may not transfer as an advantage in inhibition tasks that do not involve languages (de Bruin et al., 2015b). We propose another explanation that active bilinguals who must regularly inhibit another language may use up more cognitive resources during inhibition which would slow them down during tasks, leading to slower RTs and more errors.

**Task-Switching**

There was no evidence of a bilingual advantage in task switching either as demonstrated on the WCST task. The active bilingual group, the group that we hypothesized would have the most practice with switching, did not make the fewest errors out of all the groups. Contrary to previous research, the bilingual group did not outperform the monolingual group (Hernández et al., 2013; Prior & MacWhinney, 2010; Vega & Fernandez, 2011; Xie & Dong, 2017). As mentioned above, the WCST measures several different executive functions (Gamboz et al., 2009), not just task switching, so perhaps using a different task, one that only measures task switching, would be more sensitive to finding differences between groups.

Research has also been split on the existence of a bilingual advantage on task-switching and that experience with switching between languages may not result in advantages in tasks designed to test task-switching (de Bruin et al., 2015b).

**Novel Word Learning**

No significant differences between groups were found in the novel word learning task either. The three groups did not differ in their ability to match or recall novel words when presented with their paired novel images (Kan & Sadagopan, 2014; Kan et al., 2014; Kaushanskskaya & Marian, 2009b). While previous research has credited bilinguals with an advantage due to their experience with different language systems, bilinguals may have simply learned strategies that would help them learn new words in a short period of time (Kan & Sadagopan, 2014). Kan et al. (2014) found that besides language experience, strategies such as speech practice also helped with the retention of novel words.

The novel word learning task was also the last task that our participants were asked to complete. At that point, participants may have been experiencing fatigue which prevented them from performing at an optimal level. Floor effects have been shown in previous studies in which participants have been asked to verbally recall novel words, therefore it is possible that the task was too difficult to find any effects of bilingualism (Kan & Sadagopan, 2014; Kaushanskskaya, 2012).

Previous research findings also indicate that bilinguals have more difficulty with picture-naming and verbal recall tasks, due to their experience with multiple language systems (Bialystok, 2008). Using a different novel word learning task may lead to different results. Studies have suggested that when testing adult bilinguals, using tasks that are similar to classroom learning tasks may help facilitate novel word learning such as, matching novel words with translations or with pictures of familiar objects (Kaushanskskaya et al., 2013; Nair et al., 2016).

**Overall Findings**

Taken together we had found no evidence of a bilingual advantage in any tasks (Simon, ANT, WCST, novel word learning), and in the case of the Simon task, we found a bilingual disadvantage. Previous research found bilingual advantages in areas of inhibition, task switching, and novel word learning (Bialystok et al., 2004; Bialystok, 2008; Costa et al., 2008; Costa et al., 2009; Hernández et al., 2013; Kan et al., 2014; Kan & Sadagopan, 2014; Kaushanskskaya et al., 2013; Nair et al., 2016; Pelham & Abrams, 2014; Prior & MacWhinney, 2010; Soveri et al., 2011; Vega & Fernandez, 2011; Verreyt et al., 2015; Xie & Dong, 2017) that we were unable to replicate in this study, instead adding to the number of studies that found no advantage associated with bilingualism (de Bruin et al., 2015b; Incera & McLennan,
2018; Kousaie et al., 2014; Paap & Greenberg, 2013). As the bilingual experience is highly variable between individuals, there are a number of differences from participant to participant that make it difficult to come to a conclusion that generalizes to various populations.

We conducted our study using Introductory Psychology students, the majority of which are young adults (M = 23.41 years old, SD = 6.18). Studies have previously found that the effects of bilingualism are most evident in young children or older adult participants (de Bruin et al., 2015b), so we may find effects if we were to test a different age sample. It is also possible that a larger sample size may have led to different results, as the study was conducted with approximately 20 participants per group, which may not have been big enough to detect any effects. As shown in Table 3, the power and effect sizes for the majority of tasks were low. The combination of a small effect and low power could have led to an inability to detect any differences between participant groups.

Limitations

As mentioned in the introduction, there are several confounding variables that have been associated with bilingualism and we were unable to control for some such as language pairings, proficiency, and immigration.

Although our study broadly examines the effect of bilingualism across a wide variety of languages, it has been hypothesized that different language groups may exhibit different results, which is why some studies try to control for languages by testing specific groups of bilinguals (de Bruin et al., 2015b). With a wide variety of languages any effect that may exist could have been harder to detect. When comparing groups on whether they had lived outside of Canada, the active bilingual group had significantly more participants who previously lived in other countries. de Bruin et al. (2015b) listed immigration as a factor that should be controlled for in bilingualism studies as any number of factors from immigration could create confounds such as differences in SES, cultural influences, health, individual adaptation, language environment, cultural differences, and immersion (Costa et al., 2009; Kaushanskaya et al., 2013; Paap & Greenberg, 2013). Due to time and sample restrictions, we were unable to control for immigration or acculturation effects.

Another possible limitation is the lack of control for proficiency. Cummins (1976) suggested that inconsistencies in bilingualism literature are due to differing levels of language proficiency in bilingual participants. He hypothesized that for a bilingual participant to show a cognitive advantage, they had to have reached a certain threshold in proficiency in one language before learning another; if this threshold is not reached, then the participant will show disadvantages in cognitive functioning (Cummins, 1976). It is possible that inactive bilinguals who do not regularly use more than one language may have lost proficiency in the unused language and no longer reach the threshold to show cognitive advantages. For our study, we relied on self-reports about language proficiency, but it was not tested or controlled for. Bilinguals we happened to test may not have met the proficiency threshold necessary to gain advantages related to bilingualism. However, this is less likely an issue for our active bilingual group.

Finally, groups were determined based on self-reports, participants who ranked their L2 use from 5-25% were classified as inactive bilinguals. It is possible that it was too broad a range since there was great variability in language use within the group. It is possible that being exposed to another language at least 25% of the time was not enough to be considered an active bilingual, but it was used as the cut-off point due to the small sample size. Studies have also suggested using both self-reports and standardized tests to gain a more accurate picture of individual language experience (Luk & Bialystok, 2013; Pelham & Abrams, 2014). For the questionnaire, participants were asked to indicate their language exposure in all situations for one question. A better picture of participants language use and exposure could have possibly been captured by breaking the exposure down into multiple questions, for example separate questions about how many languages a participant uses in different environments (e.g. school, home, etc.) and separate questions about time spent reading, speaking, or listening, etc. (Marian et al., 2007). Again, this limitation is less likely to have an impact on our active bilingual group.

Future Research

de Bruin et al. (2015b) and Paap and Greenberg (2013) discussed how there are a wide variety of tasks that have been used to test various areas of executive function, but there is little correlation between the tasks. Possibly, one of the reasons for the discrepancies within the literature is because the different tasks may be measuring different aspects of cognitive functioning. According to Paap and Greenberg (2013), between various types of inhibition tasks, there was only a r = -.01 correlation, indicating that, while one task might find a bilingual advantage, it is highly likely that another task, designed to test the same aspect of executive function, will not. Paap and Greenberg (2013) suggested that it is more helpful to use multiple tests of one measure rather than just relying on one test to draw conclusions.

While we did not find an advantage of language use from the tasks that we used, we cannot rule out the
possibility that other tasks might. Executive function is an umbrella term for many different types of processes (de Bruin et al., 2015b), so a failure to find support for a bilingual advantage in certain areas does not entirely rule out the possibility of a bilingual advantage. As research on executive functioning continues, new and perhaps more reliable tests may be produced.

Likewise, future research can investigate other ways of examining language use. For our study, we relied on participants’ estimates of their exposure to their second language (e.g. spoke, listened, etc.). Other ways of grouping participants can be explored in the future such as examining bilinguals’ language switches in different contexts (e.g. work and home). Perhaps more research can examine treating bilingualism as a continuous variable rather than dichotomizing it.

Conclusion

Our study found no evidence supporting a bilingual advantage or an effect of active bilingualism. Interestingly, we found the opposite result in which bilinguals with more language exposure seemed to perform worse on inhibition tasks. On task switching and novel word learning monolinguals and both bilingual groups performed similarly, indicating no advantage of bilingualism. Further research on the effect of language use could help clarify some of the discrepancies in the research literature.
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Abstract – A well-established relationship between romantic attachment and sociosexual orientation exists, and we aimed to examine factors that may predict this relationship. This study was cross-sectional and included 741 participants with a mean age of 22.26 (SD = 3.51). Out of the participants, 70% were female and 83.7% were White. The purpose of this research was to better understand how parental divorce and religiosity predict romantic and sociosexual orientation. Sociosexuality is defined as an individual’s willingness to engage in casual sexual relationships; those with higher scores show a more unrestricted orientation. We found evidence of a weak, positive relationship between anxious and avoidant attachment and sociosexual orientation, such that those with higher attachment anxiety and attachment demonstrated more unrestricted sociosexual orientations. There was a moderate negative association between religiosity and sociosexual orientation, such that higher religiosity was associated with a more restricted sociosexual orientation. Divorce and sociosexual orientation were not related. Overall, romantic attachment (in particular avoidant attachment) and religiosity emerged as the strongest predictors of an unrestricted sociosexual orientation.
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Researchers suggest that most young adults engage in at least one casual sexual relationship or experience (e.g., Claxton & van Dulmen, 2013). Sociosexual orientation, which is one's willingness to engage in sexual actions outside of a committed relationship may be a driving factor in participation in casual sexual relationships (Penke & Asendorpf, 2008). Researchers have found associations between sociosexual orientation and romantic attachment (e.g., Brase et al., 2014). Similarly, researchers suggest that parental divorce (e.g., Haddad et al., 2016) and religiosity (e.g., Simmons et al., 2009) may be important factors to consider in understanding sociosexual orientation because they are prominent in shaping the experiences of an individual such as expectations in romantic relationships. Although researchers suggest that there is a relationship between romantic attachment, parental divorce, religiosity, and sociosexual orientation, this relationship is not fully understood. The purpose of this paper was to extend research on sociosexual orientation and to evaluate which factors best predict sociosexual orientation.

Sociosexual Orientation
Sociosexual orientation is an individual's willingness to engage in casual sexual relationships. The first measure of sociosexual orientation was unidimensional (see Gangestad & Simpson, 1990) and ranged from unrestricted to restricted. Individuals with a more restricted sociosexual orientation focus on long-term, committed relationships, whereas those with unrestricted sociosexual orientations are likely to participate in short-term, uncommitted relationships, such as one-night stands (Gangestad & Simpson, 1990). However, a more recent Revised Sociosexual Orientation Inventory (SOI) consists of multiple dimensions including prior behavior, opinion on casual sexual relationships, and desire for non-committed relationships (Penke & Asendorpf, 2008).

One’s sociosexual orientation predicts their psychological and physical wellbeing. For example, having a stable relationship with a romantic partner promotes pro-relationship behaviors, such as long-term commitment and is associated with decreased infidelity...
in romantic relationships (Rodrigues & Lopes, 2017). Another study concluded that people who are in long-term committed relationships tend to be happier compared to those who are single (Proulx & Snyder-Rivas, 2013). In addition, having unrestricted sexual relationships can be problematic for an individual. Some researchers suggest that engaging in casual sexual relationships is related to the psychological well-being of women, including higher psychological distress and increased alcohol or drug consumption (Bersamin et al., 2014; Dube et al., 2017). Given the potential downsides of having an unrestricted sociosexual orientation, it is important to understand the factors that may predict this type of orientation.

**Romantic Attachment**

One factor linked to sociosexuality is an individual’s romantic attachment style, which is how an individual tends to interact and behave with romantic partners (Fraley & Shaver, 2000). Attachment styles originated from Bowlby’s (1969, 1989) parental attachment theory. Bowlby suggested that relationships between infants and their caregivers affect their expectations for future relationships. Research supports the idea that attachment styles are broad and have relevance across the lifespan (Sutton, 2019). Romantic attachment style impacts the connection, quality, and longevity of the romantic and sexual relationships an individual has. These romantic attachments vary on the dimensions of attachment anxiety and attachment avoidance (e.g., Brennan et al., 1998), and these dimensions relate to sociosexuality.

Anxiously attached individuals desire emotional intimacy but fear losing their partners (Tracy et al., 2003). Individuals with this attachment style tend to have inconsistent relationship patterns including habits such as breaking up and getting back together, extreme jealousy, and obsessions over romantic partners (Collins et al., 1996). They are at risk for engaging in unwanted but consensual relationships (including casual sexual relationships) and risky sexual behavior because they rush into sexual behavior as a way to increase intimacy with a partner (Brase et al., 2014; Feeney et al., 1999; Gentzler & Kerns, 2004; Tracy et al., 2003). Overall, anxiously attached individuals may report permissive attitudes but actually crave committed relationships (Simon, 1997).

On the other hand, individuals who are avoidantly attached to their romantic partners tend to be colder and have a more self-focused approach to relationships (Schmitt & Jonason, 2015). Individuals with this attachment style tend to have dismissing and fearful relationship patterns, including spending less time grieving breakups, being emotionally withdrawn from their partners, and being distrustful of long-term relationships (Collins et al., 1996). This can lead to unrestricted sociosexual orientations because they prefer to engage in casual sex without emotional involvement (Brase et al., 2014; Gentzler & Kerns, 2004; Schmitt & Jonason, 2015; Simpson et al., 2004).

Lastly, individuals can also experience secure attachments within their romantic relationships, meaning that they are low on both attachment avoidance and attachment anxiety. Studies have found that individuals with secure attachments tend to be more invested within their relationships, supportive of their partners in times of need, and consistently seek mutually beneficial relationships (Collins et al., 1996). Those with secure attachments are less likely to express desire for casual sexual relationships because of the strong emotional connection and high levels of trust in the relationship (e.g., Simmons et al., 2009; Simon, 1997). In sum, romantic attachment anxiety and attachment avoidance relate to behaviors and habits in romantic relationships which in turn are related to sociosexual orientation.

**The Role of Parental Divorce**

It has been established that parental divorce can have negative effects on children because of the stress and trauma of a break-up (Sutton, 2019). Social learning theory provides one explanation of how parental divorce impacts later functioning in romantic relationships. This theory says that children learn through observation to better understand how the world works. Children who observed a divorce between their parents are less willing to be in a long-term committed relationship because their experience has shaped their views on relationships (Cui & Finchman, 2010). In addition, some children from divorced families struggle in and have lower quality adult romantic relationships (Washington & Hans, 2013).

Additionally, parental divorce may be related to sociosexuality. One study found that children from divorced families are more sexually permissive than those whose parents are still married (Simmons et al., 2009). Similarly, Jónsson et al., (2000) concluded that adults whose parents were divorced engaged in sexual experiences earlier than their peers. However, the opposite has been found in other studies. Fraley and Heffernan (2013) suggested that children who witness their parents’ divorce try to not make the same mistake as their parents, by taking relationships more seriously. This could create a more restricted sociosexual orientation because these children strive for more support and a more stable relationship. Overall, there is some evidence
that divorce may be related to sociosexual orientation, although the relationship has not always been found.

**The Role of Religiosity**

Religiosity is also a predictor of an individual’s sociosexual orientation. It has been established by researchers that religiosity is significantly negatively correlated with sociosexuality (Haddad et al., 2016). That means if an individual has low levels of religiosity, he or she is more likely to engage in more unrestricted sociosexual behaviors, attitudes, and desires. Furthermore, researchers have also found that religiosity impedes the number of casual sexual partners an individual has (Barkan, 2006). In addition, Moon et al. (2019) showed that the sociosexual orientation of an individual is related to how the individual thinks and feels about his or her religion. This means that the mating strategies of some individuals tend to connect in one direction or the other to their attraction or repulsion towards their religion.

An aspect of religiosity that is associated with the individual’s sociosexuality is the individual’s religious service attendance. As individuals attend more religious services, they become more aware of the expectations that their religion has for engaging in casual sexual relationships, so individuals may tend to try to abstain from casual sexual relationships because of it (Rostosky et al., 2004). As shown, previous researchers have detected a relationship between religiosity and sociosexuality.

**Control Variables**

Many studies have noted that gender is related to sociosexual orientation. In particular, researchers suggest that men have more unrestricted sex when compared to women (e.g., Schmitt, & Jonason, 2015). Similarly, past researchers have shown that gender can have an impact on romantic attachment. Researchers have found that men tend to be higher in avoidant attachment styles and lower in anxiety attachment styles than women (Del Giudice, 2011). Not only have previous studies shown how gender plays a role in sociosexual orientation and romantic attachment, but previous researchers have shown that gender impacts the relationship between sociosexual orientation and romantic attachment. Therefore, within this study we controlled for the sex of our participants.

Also, researchers have shown that age may be associated with sociosexuality, in that younger adults report more unrestricted sociosexual orientations than older adults (Le Gall et al., 2002). Additionally, it is common for individuals to increase in their willingness to engage in casual sexual relationships when they transition from adolescence to emerging adulthood (Lyons et al., 2015). This is relevant because the sample used in the current study contains a larger age range than many previous studies.

**Literature Advancement**

Previous research found relationships between the variables of religion, parental divorce, and attachment, and sociosexuality, but these factors have not been studied together systematically. Understanding how these factors predict sociosexuality when examined together provides information that can be used in a clinical setting to help identify individuals at risk of experiencing negative outcomes associated with unrestricted sociosexuality.

Another important aspect to note about previous research is that the data is usually from a limited and smaller sample size from mainly college-aged students (18-22). Thus, the current study aims to expand the evaluation of attachment, parental divorce, religiosity, and sociosexual orientation to non-college students and those in their mid-to-late 20s.

**Hypotheses**

**Attachment**

We hypothesized that there would be an association between romantic attachment and sociosexual orientation. Based on previous research (see Brase et al., 2014 for a summary) we expected that individuals who were anxiously attached to their romantic partners would have higher scores on the sociosexual orientation inventory (SOI) indicating a more unrestricted sociosexual orientation (H1). Similarly, we expected that those with higher levels of avoidant attachment would report higher SOI scores (H2).

**Divorce**

We also hypothesized that parental divorce would have an association with a higher SOI score (H3).

**Religiosity**

In addition, we expected that individuals who had higher religiosity scores would have lower SOI scores than those who had lower religiosity scores (H4) based on research done by Barkan (2006). Additionally we expect that in a multiple linear regression, religion, divorce, and attachment will all predict SOI (H5).

**Method**

**Participants**

Prior to conducting this study, we received approval from the institution's institutional review board. A subsample of participants from a larger online study were utilized for the current study. To be included in the
study, participants were limited to individuals between the ages of 18-39 not currently in a romantic relationship. Participants also needed to have complete data on all major study variables (attachment, parental divorce, religiosity, and parental divorce) to be included in the sample, leaving the final sample of 741 individuals. Participants were recruited through Amazon’s Mechanical Turk (MTurk) online labor market (N = 306) and a small, Midwestern college (N = 435). Amazon’s MTurk is a desirable method of participant recruitment because it offers a more diverse population than the samples found on college campuses, which helps to make the participants more representative of the entire population (Buhrmester et al., 2018).

Of the 741 participants, 222 men and 519 women were included in the study. The average age was 22.26 (SD = 3.51). The majority of participants identified as White (83.7%) followed by African American/Black (7.0%), Asian American/Pacific Islander (4.0%), Native American/Alaskan Native (1.5%), Hispanic/Latino(a) (4.6%), and Biracial (1.8%). Out of all the participants, 86.4% identified as heterosexual, 2.4% as homosexual, and 4.7% as bisexual. Of the participants, 64.2% attended or finished college or some type of higher education, 30.2% graduated high school, 1.1% attended a trade school, and 0.8% did not graduate high school. 60.6% were currently full time students, 2.7% were currently part time students, and 36.2% were not currently in school.

The participants recruited from the Amazon MTurk online labor market were paid $2.00 for completing the survey. In addition, those participants recruited from the small, Midwestern college were compensated through receiving research credits.

**Measures**

**Sociosexual Orientation**

To assess sociosexual orientation, participants were asked to fill out Penke and Asendorpf’s (2008) 9-item Sociosexual Orientation Inventory- Revised (SOI-R) scale. The SOI-R includes three factors of sociosexual orientation: previous behavior (number of casual sexual intercourses and changing partners, e.g., “With how many different partners have you had sex within the past 12 months?”), attitudes (towards uncommitted sexual relationships, e.g., “Sex without love is OK.”), and desire (for sexual relations with people with whom an individual has no romantic connection, e.g., “I do not want to have sex with a person until I am sure that we will have a long-term, serious relationship.”). Each subscale consists of 3-items on a 9 point scale. Questions related to behavior have anchors ranging from 0 to 20 or more. Items related to attitude have anchors from strongly disagree to strongly agree and items related to desire have anchors from never to at least once a day. Items were combined to create a mean for each subscale as well as an overall SOI score (an overall average of all 9 items) ranging from 1 to 9. Higher scores indicate a more unrestricted sociosexual orientation. The overall scale had a Cronbach’s alpha of .872.

**Romantic Attachment**

To assess romantic attachment, participants completed the Experiences in Close Relationships- Revised (ECR-R; Fraley et al., 2000), a self-report questionnaire about attachment styles which measures two dimensions: attachment anxiety and attachment avoidance. The ECR-R is a revised version of Brennan et al. (1998) Experiences in Close Relationships questionnaire and consists of 36 items using a 5-point likert scale response, with the scale ranging from 1 (strongly disagree) to 5 (strongly agree). Within the assessment, 18 items measured attachment-related anxiety (e.g., “I’m afraid I will lose my partner’s love”) and 18 items measured attachment-related avoidance (e.g., “I prefer not to show a partner how I feel deep down”). Several items were reverse coded, and the items were re-coded so that higher scores indicate higher attachment-related anxiety and attachment-related avoidance, respectively. The subscales for attachment anxiety (Cronbach’s alpha = .936) and attachment avoidance (Cronbach’s alpha = .941) indicated good internal reliability.

**Parental Divorce**

Parental divorce was measured by a multiple choice question (“What is the marital status of your biological parents?”). Participants had the option to answer with never married, engaged, married, separated, divorced, or widowed. The scores were separated into two categories of “married/engaged” or “separated/divorced.” The participants who answered widowed or never married were excluded because those experiences are inherently different from the construct of interest (divorce).

**Religiosity**

In order to assess religiosity, participants were asked to fill out a 2-item measure established by Burdette et al. (2009). The measure included questions to assess an individual’s frequency of church attendance (i.e., religious behavior) and his or her subjective religiousness. To assess the individual’s frequency of church attendance the participants were asked: “How often do you attend religious services?” The participants’ responses could range from (1) never or almost never to (4) almost every week. To assess an individual’s
subjective religiousness, the participants were asked to indicate their response to: “How religious do you consider yourself to be?” on a response scale of (1) not at all religious to (4) very religious. These two items were combined into a single measure of religiosity (Cronbach’s alpha = .801).

**Gender**

To assess the participant’s gender, the participants were asked the following item: “What is your gender?” Response options were Male, Female, or I Prefer Not to Answer.

**Age**

Age was assessed by asking participants for their birthdate. Using the date of the survey and the birth date, the participants’ age in years was calculated.

**Results**

For the overall sample, the average SOI score was 3.92 (SD = 1.69), which is slightly below the averages reported in Penke, 2013. The average attachment avoidance and attachment anxiety scores were 2.66 (SD = 0.85) and 2.80 (SD = 0.88) respectively. The average score for religiosity was 1.88 (SD = .87). For the divorce measure, 62.6% of participants indicated that their biological parents were married/engaged, and 37.4% indicated that their parents were divorced/ separated. Age was significantly associated with SOI, $r = .25$, $p < .001$, although interestingly the association was positive, suggesting that in this sample of young adults, older individuals reported a more unrestricted sociosexual orientation. Men also reported statistically significantly higher SOI scores than women, indicating more unrestricted sociosexual orientations (see Table 1 for comparisons across men and women for major study variables).

**Association between attachment and SOI**

In order to evaluate H1 and H2 (that there would be a positive association between avoidant attachment and SOI and anxious attachment and SOI), we ran a series of correlations. These hypotheses were confirmed. There was a statistically significant, weak, correlation between anxious attachment and SOI such that those with higher attachment anxiety reported more unrestricted sociosexual orientations, $r = .09$, $p = .017$. Similarly, there was a statistically significant weak association between attachment avoidance and SOI such that those with higher attachment avoidance reported more unrestricted sociosexual orientations, $r = .15$, $p < .001$.

**Parental Divorce**

In order to evaluate the differences in SOI based on parental divorce (H3), we ran an independent samples t-test. Our hypothesis was not supported; there was no evidence of a difference in SOI based on parental divorce status, $t(741) = .73$, $p = .466$, $d = .06$.

**Religiosity**

In order to evaluate whether there was a significant relationship between religiosity and SOI (H4), we ran a correlation. Our hypothesis was confirmed. There was a statistically significant moderate association between religiosity and SOI, $r = -.26$, $p < .001$, such that higher religiosity was associated with a more restricted sociosexual orientation.

<table>
<thead>
<tr>
<th>Attachment Avoidance</th>
<th>Attachment Anxiety</th>
<th>Sociosexual Orientation Inventory (SOI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>$SD$</td>
<td>$SE$</td>
</tr>
<tr>
<td>2.73</td>
<td>0.81</td>
<td>0.05</td>
</tr>
<tr>
<td>2.81</td>
<td>0.92</td>
<td>0.06</td>
</tr>
<tr>
<td>5.00</td>
<td>1.53</td>
<td>0.10</td>
</tr>
</tbody>
</table>

***$p < .001$  
Note. $M$=Mean, $SD$=Standard Deviation, $SE$=Standard Error.

**Linear Regression**

In order to evaluate whether religiosity, attachment, and divorce uniquely predict SOI, we ran a simultaneous multiple linear regression with sociosexual orientation as the outcome and with religiosity, attachment avoidance, attachment anxiety, divorce as predictors and age and gender as control variables. The linear regression was statistically significant and explained a moderate amount of the variability in SOI, $F(6, 734) = 42.23$, $p < .001$, $R^2 = .26$. Attachment avoidance ($\beta = 0.09$, $p = .014$) and religiosity ($\beta = -0.22$, $p < .001$) were significant predictors of SOI in the overall model, but attachment anxiety and divorce were not (see Table 2). Additionally, gender and age were associated with SOI such that men and older individuals reported higher SOI scores.
The results confirmed our prediction of a positive relationship between both anxious attachment and avoidant attachment and SOI at the bivariate level, although it is important to note that these associations were small. Research in this field has shown evidence of this same relationship. Anxiously attached individuals are often clingy in relationships and may engage in unwanted casual sexual relationships in order to obtain intimacy with a partner and those who are avoidantly attached may fear intimacy leading to more casual sexual relationships and sexual permissiveness (e.g., Claxton & van Dulmen, 2013; Schmitt & Jonason, 2015; Simpson et al., 2004). However, when anxious and avoidant attachment were included in the overall model, only avoidant attachment predicted SOI, suggesting that avoidant attachment is a stronger predictor of SOI than anxious attachment.

Divorce and SOI

SOI and parental divorce were not related in either bivariate examinations or in the overall linear regression. An individual whose parents were divorced was not more likely than those whose parents were still married to have a higher SOI score. These findings contradict what other research in this field has found between divorce and sociosexual orientation. Barber (1998) and Simons et al. (2013) suggested that parental divorce was a predictor of more unrestricted sociosexual orientation and casual sex. One explanation for why we did not find this relationship is because parental divorce has a wide variety of negative and positive effects on individuals that our study may not capture. For example, researchers suggest that divorce has more of an impact at later ages than earlier ages (Newcomer & Urdy, 1987). Specifically, if a parental divorce happens before age 10, then the relationship between parental divorce and unrestricted sexual behavior is not significant (Newcomer & Urdy, 1987). Another explanation for why we did not find significant results could be because after a parental divorce, a child’s life could have improved if it was a high-conflict home prior. Our study did not consider the age at which individuals were when their parents divorced so we were unable to account for these effects of age which could have weakened the relationship between divorce and SOI.

Religiosity and Attachment and SOI

Religiosity did show a moderate, negative relationship with SOI, both at the bivariate level and in the linear regression, which means that individuals who indicated more religious behavior and subject religiosity had more restricted sociosexual orientations than individuals who indicated low religious behavior and subjective religiosity. This confirms previous research (Haddad et al., 2016; Rostosky et al., 2004).

Strength of Predictors

When examining attachment anxiety, attachment avoidance, religiosity, divorce, sex, and age as predictors of SOI, attachment avoidance, religiosity, sex, and age were the only significant predictors in the model. This suggests that attachment avoidance and religiosity serve as better predictors of SOI than attachment anxiety and divorce, and that religiosity is a stronger predictor of SOI than avoidant attachment. Given the small effect sizes for the other variables, overall, this study suggests that religiosity is an important predictor of SOI in emerging and young adults, whereas attachment style and divorce may not be as important for understanding SOI.

Limitations

One limitation of this study is that when measuring parental divorce, participants were asked the marital status of their biological parents. For participants who were adopted, it would be more informative to ask about the marital status of their adoptive parents, rather than their biological parents, especially if the adoption occurred at a young age. Although it is unlikely that this affected a large proportion of the individuals (as adopted children make up only about 2% of the population in the United States; Adoption Network, 2020), it could have affected some participants. In addition, we were unable to evaluate additional information about the divorce (e.g., when it occurred, the relationship between the parents) which limited our ability to examine aspects of the divorce that may have moderated the association with SOI.

### Table 2

Regression Results, $N = 741$

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Estimate (B)</th>
<th>SE</th>
<th>p</th>
<th>Stand. Estimate ($\beta$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>3.63</td>
<td>0.45</td>
<td>&lt; .001</td>
<td></td>
</tr>
<tr>
<td>Religiosity</td>
<td>-0.42</td>
<td>0.06</td>
<td>&lt; .001</td>
<td>-0.22</td>
</tr>
<tr>
<td>Attachment Avoidance</td>
<td>0.17</td>
<td>0.07</td>
<td>0.014</td>
<td>0.09</td>
</tr>
<tr>
<td>Attachment Anxiety</td>
<td>0.10</td>
<td>0.07</td>
<td>0.139</td>
<td>0.05</td>
</tr>
<tr>
<td>Age</td>
<td>0.06</td>
<td>0.02</td>
<td>&lt; .001</td>
<td>0.12</td>
</tr>
<tr>
<td>Divorce*</td>
<td>-0.04</td>
<td>0.11</td>
<td>0.734</td>
<td>-0.02</td>
</tr>
<tr>
<td>Sex*</td>
<td>-1.34</td>
<td>0.12</td>
<td>&lt; .001</td>
<td>-0.79</td>
</tr>
</tbody>
</table>

Note. * reference group is married. * reference group is males.

Discussion

Attachment and SOI

The results confirmed our prediction of a positive relationship between both anxious attachment and avoidant attachment and SOI at the bivariate level, although it is important to note that these associations were small. Research in this field has shown evidence of this same relationship. Anxiously attached individuals are often clingy in relationships and may engage in unwanted casual sexual relationships in order to obtain intimacy with a partner and those who are avoidantly attached may fear intimacy leading to more casual sexual relationships and sexual permissiveness (e.g., Claxton & van Dulmen, 2013; Schmitt & Jonason, 2015; Simpson et al., 2004). However, when anxious and avoidant attachment were included in the overall model, only avoidant attachment predicted SOI, suggesting that avoidant attachment is a stronger predictor of SOI than anxious attachment.

Divorce and SOI

SOI and parental divorce were not related in either bivariate examinations or in the overall linear regression. An individual whose parents were divorced was not more likely than those whose parents were still married to have a higher SOI score. These findings contradict what other research in this field has found between divorce and sociosexual orientation. Barber (1998) and Simons et al. (2013) suggested that parental divorce was a predictor of more unrestricted sociosexual orientation and casual sex. One explanation for why we did not find this relationship is because parental divorce has a wide variety of negative and positive effects on individuals that our study may not capture. For example, researchers suggest that divorce has more of an impact at later ages than earlier ages (Newcomer & Urdy, 1987). Specifically, if a parental divorce happens before age 10, then the relationship between parental divorce and unrestricted sexual behavior is not significant (Newcomer & Urdy, 1987). Another explanation for why we did not find significant results could be because after a parental divorce, a child’s life could have improved if it was a high-conflict home prior. Our study did not consider the age at which individuals were when their parents divorced so we were unable to account for these effects of age which could have weakened the relationship between divorce and SOI.
Furthermore, a limitation to this study was the cross-sectional design. Because the data was collected at one time and not longitudinally over a period of time, we are unable to establish temporal precedence. For example, it is unclear whether attachment or SOI comes first in the relationship. This is in fact an issue with much of the research because there is no research that can claim a causal relationship between SOI and the predictors evaluated.

Finally, it is important to note that many of the associations found in this study demonstrated small effect sizes, especially those related to attachment avoidance and attachment anxiety, suggesting that there are other constructs that may be better predictors of sociosexual orientation. The findings related to associations between attachment and sociosexual orientation should be interpreted with caution given the small effects.

Future Directions
The limitations of our study help identify possible future directions for future researchers. We found a relationship between romantic attachment and religiosity and sociosexual orientation in a cross-sectional design, but a longitudinal study could improve research about how these variables are connected across time.

Furthermore, previous researchers have suggested that the age at which children experience parental divorce can have an effect on the relationship between divorce and attachment (Newcomer & Urdy, 1987), so including information on when parental divorce occurs in the parental divorce measure could allow for an examination of this factor.

Future research could further evaluate how romantic attachment, religiosity, and sociosexual orientation connect specifically to wellbeing. Research has suggested that engaging in casual relationships (i.e., having a more unrestricted sociosexual orientation) may be related to lower well being (Bersamin et al., 2014; Dube et al., 2017). However, future research could evaluate the specific roles of attachment and religiosity in understanding this connection.

Finally, previous researchers have suggested that the type of religion an individual participates in can be influential on the individual’s sociosexual orientation (Lefkowitz et al., 2004). Future research may include an additional question within the religiosity scale in order to determine which religion an individual identifies with, because it may help to explain which religions have the greatest influence on the willingness people have in engaging in casual sexual relationships.

Implications
There are several ways in which our results connect with society and the field of study. The established connection between romantic attachment and sociosexual orientation helps us understand how an individual’s attachment within romantic relationships (particularly avoidant attachment) may be associated with the individual’s sexual experiences, although the association in the current study only demonstrated a weak association. Additionally, this study provides some confirmation of previous researchers who argued that divorce may not have a long lasting association with sociosexuality. Furthermore, this study shows that higher levels of religiosity are associated with a more restricted sociosexual orientation, suggesting that religiosity may help predict engagement in casual sexual relationships and experiences. Together, this provides us with a clearer understanding of the predictors of sociosexuality.
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FACTORS AFFECTING RESPONSE PERSISTENCE IN COMPUTER GAMING
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Abstract – As the popularity of video gaming steadily increases, so too does the prevalence of problematic gaming behavior and associated negative health outcomes. Schedules of reinforcement are frequently utilized in video game design to promote continued play and are considered a major factor contributing to excess gaming. Even so, there is a lack of empirical data examining the specific effect of particular video game structural characteristics, including reinforcement schedules, on the development of persistence in problem video game behaviors. In the present study, a computer program was written to create a “spaceship shooter game” in which specific game variables, including reinforcement schedule and visual graphic elements, could be manipulated. Consenting undergraduate students (N = 24) were randomly assigned to four groups, playing the game on either a continuous or a variable schedule of reinforcement in the presence or absence of graphic elements. Following 20 reinforced trials, mean responses in a five-minute extinction phase were compared. A significant effect of graphic elements was observed (p = .04), with presence of graphics promoting resistance to extinction. Though the main effect of reinforcement schedule only approached significance, variable reinforcement schedules appeared to promote persistence of play, a phenomenon widely supported by the literature. Our data provide additional empirical evidence for the relationship between response persistence in video game play and specific structural features of the game, including reinforcement schedules and sensory features.

Keywords: reinforcement schedules, extinction, partial reinforcement, operant conditioning, video games, computer games, gaming addiction

As one of the fastest growing entertainment industries in the United States, the video game industry alone added almost $12 billion to the country’s economy in 2016 (Entertainment Software Association, 2017). According to a 2017 report by the Entertainment Software Association, the annual consumer spending on video game content is rapidly increasing, from $17.5 billion in 2010 to $24.5 billion in 2017. As the popularity of video games increases, however, so do the rates of problematic gaming behavior. While there is significant debate over the classification of these problematic behaviors as “addictive” (Yellowlees & Marks, 2007), “internet gaming disorder” was recently included in the appendix of the fifth edition of the Diagnostic and Statistical Manual of Mental Disorders (American Psychiatric Association, 2013) and “gaming disorder” was added to the World Health Organization’s 11th revision of its International Classification of Diseases (World Health Organization, 2018). Concern with video gaming overuse stems from an increasing body of evidence outlining associated negative consequences. Psychosocial impacts of excess gaming behaviors include increased stress (Batthyány et al., 2009; Kuss, 2013), attention deficits (Batthyány et al., 2009; P. Chan & Rabinowitz, 2006), poorer social skills (Zamani et al., 2010), loneliness (Lemmens et al., 2011), and decreased academic achievement (Jeong & Kim, 2011; Skoric et al., 2009). Excessive gaming behaviors are often associated with a reduction in time spent engaging in other hobbies, socializing, spending time with family, working, and sleeping (Batthyány et al., 2009; Griffiths et al., 2004; Peng & Liu, 2010; Yee, 2006). Furthermore, significant health consequences have been reported and range in severity from various musculoskeletal injuries including tenosynovitis and wrist pain (Griffiths et al., 2012) to sleep disruptions (Dworak et al., 2007) and epileptic seizures (Chuang, 2006).

Given the continuously increasing popularity of video games in the general population and the resultant elevation in prevalence of problematic gaming behavior, factors contributing to the initiation and maintenance of these behavioral patterns are of particular interest. It has been suggested, for example, that the underlying neural processes associated with problematic gaming share...
similarities with other behavioral addictions and substance addictions and that genetic predispositions may increase susceptibility to excess gaming (Griffiths et al., 2012). Increasingly, research has also examined the role of intrinsic game features that promote play as, much like gambling addiction, individual consumer factors coupled with these structural features motivate the gamer to continue playing despite negative consequences.

The influence of structural gaming features can be difficult to study empirically (King et al., 2010a) and early attempts to systematically classify the different structural features of games focused on gaming features that appealed to players (Wood et al., 2004). Because this early attempt at classification focused on reportedly pleasurable aspects of the gaming experience, it likely overlooked important game features that lead to play persistence (King et al., 2010a). As such, additional structural characteristics of games have since been identified that may contribute to problematic gaming behavior, including social features, reward and punishment features, and presentation features (e.g., visual and auditory features of the game) among others (King et al., 2010a).

Of particular interest to the current investigation are the role of so-called “reward and punishment features” and “presentation features” in continued gaming. Much like the role of operant conditioning in gambling behaviors, specific schedules of reinforcement are utilized in game design and appear to promote consistent responding (Ferster & Skinner, 1957; Hopson, 2001; Yee, 2006). For example, reinforcement of behavior on a variable ratio schedule produces the most consistent pattern of responding, is the least susceptible to extinction, and is also one of the most commonly utilized reinforcement schedules in video game design (Chumbley & Griffiths, 2006; Hopson, 2001; King et al., 2010a). In addition to variable ratio reinforcement schedules, gamers are commonly reinforced on concurrent, fixed ratio schedules (Hopson, 2001; Yee, 2006) that result in the typical pattern of rapid responding with minimal post-reinforcement pause (King et al., 2010b; King & Delfabbro, 2009).

The view that operant conditioning and specific reinforcement schedules play a significant role in problematic gaming behavior is not new. In 1983, for example, Loftus and Loftus asserted that game designers integrated specific reinforcement schedules with the intent of making them more addictive (Loftus and Loftus, 1983). Today, operant conditioning theory remains the dominant framework used by researchers to explain the intrinsic game features that promote problematic behavior and reinforcement schedules are the most popular intrinsic gaming feature used in explanation of problematic game play (King et al., 2010b). Although specific reinforcement schedules are commonly used in video game design to promote play (Hopson, 2001; Klemm & Pieters, 2017; Yee, 2006) and it is well-understood that these reinforcement schedules result in consistent response patterns outside of the video gaming environment (Chumbley & Griffiths, 2006; Ferster & Skinner, 1957; Hopson, 2001; Yee, 2006), there is a lack of published experimental data examining the specific effect of particular video game structural characteristics, including reinforcement schedules, on the development of persistence in problem video game behaviors (King et al., 2010b).

Of the current literature relies on reportable measures of gaming behavior, including consumer surveys (King et al., 2011) and interviews (King & Delfabbro, 2009) as well as affective measures of excitement and frustration (Chumbley & Griffiths, 2006), and analogies to the literature on gambling behaviors (King et al., 2010b). Direct, empirical measures of persistence in extinction are rare; the paucity of experimental data is a result of significant challenges associated with the empirical study of gaming behavior including the challenge of creating an “ecologically valid” gaming experience within an experimental setting (Wood et al., 2004), the variable nature of rewards in video games compared to slot machines, and pragmatic reasons such as a lack of funding (King et al., 2010b). More empirical research is needed to better understand features of video games and online gaming environments that contribute to addictive gaming behavior (King et al., 2019) as there are important implications both for ethical game design and for management and treatment of problematic gaming (Klemm & Pieters, 2017).

The current investigation seeks to provide necessary empirical evidence for the relationship between response persistence in video game play and specific structural features of the game, including reinforcement schedules and sensory features. A computer program was designed in which schedules of reinforcement and sensory features could be specifically manipulated in a gaming environment similar to basic video games. Although many studies have used similar computer programs, video games, or virtual environments to investigate basic learning in humans (Catania, 2005; Fox & Oakes, 1984; Greville et al., 2013; Raia et al., 2000), few have applied them to the investigation of persistence in video game play specifically. Using extinction time as a measure of persistence, we varied the reinforcement schedule and presence of sensory feedback in a spaceship shooter game and measured average response rate in extinction. As a well-established principal in operant
conditioning theory, we expected variable reinforcement schedules to display the greatest resistance to extinction in the virtual gaming environment, indicated by higher average rates of responding during extinction. Additionally, we expected the presence of sensory feedback following nonreinforced trials of “correct play” to similarly promote persistence during the extinction phase.

Method

Participants

Participants included 24 volunteers from Psychology courses who were required to participate in a research study of their choosing or complete an alternative assignment for course credit. Participants’ ages ranged from 18 to 22 and included an equal distribution of males and females.

Procedure

The study was conducted in a small research room (approximately 3m x 3m) with minimal extraneous noise and standard lighting. Participants were seated at a desk, one meter from an iMac computer (53cm screen) with a wireless mouse and keyboard. A standard testing session involved a series of organized steps that are required by research ethics procedures approved by the Institutional Review Board. Participants were escorted into the testing room and introduced to the requirements of the project. Upon entrance, a welcome screen was displayed on the computer which read “Please wait for further instruction.” The participant sat facing the computer while the researcher observed from the back of the room for the duration of the study. Researchers introduced the game and explained the general task; “Welcome to our study. During this session, you will be asked to control a ship used to aim and fire missiles in order to hit a moving flying saucer using the wireless mouse.” A brief demonstration of the testing procedures presented a view of the experimental conditions and provided greater detail about the requirements of the experiment. Participants were instructed to select the “Demo” option in the bottom of the screen and could move the ship and fire missiles until they were ready to continue. Upon confirmation that the subject was finished experiencing the demo, they were returned to the home screen. After informed consent procedures, the test was presented, and the data were collected and stored. At the conclusion of the session, participants were debriefed, and their questions were answered.

Design

Game play in the study consisted of a training phase with 20 reinforced trials followed by a five-minute extinction phase for all participants. Participants were divided into a total of four groups in a 2 x 2 Reinforcement Schedule by Graphics Presence factorial design. In other words, reinforcement schedule and the presence or absence of graphic elements were varied to create four unique combinations. Two of the groups received continuous reinforcement (CR), receiving reinforcement in the form of saucer destruction after every successful hit, while the other two groups received partial reinforcement (PR) on a progressive variable ratio schedule, presented in detail below. Of the two groups exposed to each reinforcement schedule, one group received feedback on nonreinforced hits in the form of graphic elements (i.e., the appearance of “shield factors” (“+SF”) around the ship when a hit landed but the ship did not explode) while the other received no feedback in the form of shield factors (“-SF”) from graphic elements within the game (Table 1). Regardless of reinforcement schedule or graphic elements, all participants received 20 reinforced trials during the training phase and subsequently entered a five-minute extinction phase during which no reinforcement occurred. The average response rate during extinction as well as the total number of responses during each of five consecutive one-minute extinction blocks were measured to determine the effect of reinforcement schedule and graphic elements on play persistence and response pattern during extinction.

<table>
<thead>
<tr>
<th>Graphic Elements</th>
<th>Continuous Reinforcement (CR)</th>
<th>Partial Reinforcement (PR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Shield Factors” present (+SF)</td>
<td>Continuous Reinforcement/Shield Factor Group (“CR/+SF”)</td>
<td>Partial Reinforcement/Shield Factor Group (“PR/+SF”)</td>
</tr>
<tr>
<td>No “Shield Factors” (-SF)</td>
<td>Continuous Reinforcement/No Shield Factor Group (“CR/-SF”)</td>
<td>Partial Reinforcement/No Shield Factor Group (“PR/-SF”)</td>
</tr>
</tbody>
</table>

Table 1. A 2x2 Reinforcement Schedule by Graphic Elements Factorial Design

**CR/+SF group**

During the training phase, participants were required to shoot the missile and successfully hit the saucer for a total of 20 hits. Every shot fired that contacted the flying saucer was considered a “hit” and was reinforced via saucer destruction, denoted by a combination of particle emission from the flying saucer...
and a visual/auditory explosion lasting approximately 1.5 seconds and occurring at the moment the missile hit the saucer. Participants received 20 reinforcements, after which they entered a five-minute extinction phase. During extinction, reinforcement was characteristically absent; the saucer did not explode when hit by a missile. For this group, however, each nonreinforced hit included graphic elements termed “shield factors” (SF). Though the saucer never exploded during extinction, a series of green concentric circles emanated outwards from the saucer when it was hit by the missile, indicating the presence of its “shields”. Notably, participants in this group did not experience shields until the extinction phase as they were continually reinforced during the training phase.

**CR/-SF group**

This group was also reinforced on a continuous schedule for a 20-reinforcement training phase followed by a five-minute extinction phase. The training phase for this group was identical to that of the CR/+SF Group. During the extinction phase, however, each nonreinforced hit lacked the “shield factor” graphic elements. No shields or other visual elements appeared when the missile hit the saucer which, characteristically, failed to explode. Though the shields were absent from nonreinforced trials throughout training and extinction phases for the -SF groups, a very small, unintended movement of the saucer occurred upon contact with the missile (see discussion).

**PR/+SF group**

During training phase for this group, participants were required to shoot the missile and hit the saucer on a progressive schedule of partial variable reinforcement (VR). These participants received three different stages of reinforcement, with each successive stage requiring more successful hits prior to reinforcement (saucer explosion). The first stage involved five reinforcements on a VR2 ± 1 schedule. Generally, “VR2 ± 1” refers to a variable ratio schedule with an average of two responses required for reinforcement but varying between one and three responses required for each trial. In the context of the current study, the number of successful hits required to destroy the saucer varied from one to three between trials, for an overall stage one average of two hits required to destroy the saucer. After five successfully destroyed saucers, participants entered the second stage of partial reinforcement, characterized by an additional five reinforcements on a VR2 + 5 schedule in which an average of two hits was again required to destroy the saucer for the entire stage, but with the number of hits required for each individual trial varying from one to seven hits. The final stage of partial reinforcement required participants to successfully destroy 10 saucers on a VR3 + 5 schedule, with an average of three hits required to destroy each saucer and with the required number of hits for individual trials varying from one to eight. As with the continuous reinforcement groups, saucer destruction served as reinforcement during each training stage and involved particle emission and an explosion. On nonreinforced trials during the training phase as well as throughout the extinction phase, shields appeared around the saucer upon missile contact (“+SF”). During extinction, participants in this group were presented with the graphic shield element when the missile contacted the saucer, though no explosion occurred.

**PR/-SF group**

The progressive partial reinforcement schedule for this group was identical to that for the PR/+SF group, however nonreinforced trials were not met with the appearance of shield factor. Instead, the missile passed through the saucer with no effect. During the five-minute extinction period, a “hit” was similarly ineffective: neither an explosion nor shields were presented.

**Apparatus**

The Shooter test environment is shown in Figure 1. The participants positioned the cursor in the red "fire control" area in the bottom center of the display. By moving the cursor back and forth in this area the defender ship could be rotated to aim the missile. Clicking the mouse button launched the missile. Only one missile was allowed in space at a time. This feature was
built into the test to avoid a "machine gun" approach to hitting the target and making the task a trivial one. The progress bar across the bottom of the screen advanced with each destroyed saucer. When the missile hit the saucer on a reinforced trial there was a visual explosion and audio feedback indicating saucer destruction.

**Data Analysis**

The total number of responses during extinction was measured and used to calculate the average response rate during extinction, as all participants underwent a five-minute extinction period. A three-way ANOVA with reinforcement schedule and sensory feedback as between-participants factors and time block in extinction as a within-subject factor was used to compare response rates. Post-hoc analyses for the significant main effect of time block indicated by ANOVA were done via Newman-Keuls pairwise comparisons.

![Figure 2](image)

**Figure 2.** Effect of reinforcement schedule and graphic elements on mean responses during five consecutive one-minute time blocks in extinction.
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**Figure 4.** Main effect of reinforcement schedule on average response rate in extinction.
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**Figure 5.** Combined effect of reinforcement schedule and presence of graphic elements on average response rate in extinction.

**Results**

The three factor interaction between sensory feedback, reinforcement schedule, and time block approached significance, $[F(4, 76) = 2.28, p = .07$, see Figure 2], but only achieved a power of 0.37 to detect a medium effect size ($f = 0.5$). While no follow-up analyses were performed for this non-significant effect, examination of Figure 2 suggests that while the responses for groups CR/+SF, CR/-SF, and PR/-SF remained steady throughout extinction, the number of responses for group PR/+SF showed an increase over the five minutes of extinction testing, skewing the mean for the overall group.

Three-way ANOVA indicated a significant main effect of sensory feedback, which significantly increased average response rate during extinction $[F(1,19) = 4.83, p = .04$; see Figures 3 and 5]. Participants who experienced audiovisual feedback in the form of shield factors during nonreinforced hits fired an average of 38.78 missiles per minute during extinction (SD = 11.15) while participants without shield factors exhibited an average of 28.55 responses per minute during extinction (SD = 8.36). Given the effect size ($f = 0.64$), this analysis achieved an 86% power to correctly reject the null hypothesis.
Participants who received the progressive partial reinforcement schedule during training tended to respond at a higher rate during extinction than continuously reinforced participants, although this effect only approached significance \[F(1, 19) = 3.87, p = .06,\] see Figures 4 and 5]. Participants who had been reinforced on a partial schedule during training responded an average of 38.40 times per minute during extinction (SD = 7.66) while participants who were reinforced continuously during training responded an average of 28.8 times per minute in extinction (SD = 11.72). The current analysis achieved a 79% power to correctly reject the null hypothesis (\(f = 0.591\)).

There was also a significant main effect of time block in extinction on average response rate \[F(4, 76) = 4.37, p < .01,\] see Figure 6]. Follow-up analyses using Newman–Keuls pairwise comparisons indicated that the mean number of responses in the first minute of extinction (\(M = 29.21, SD = 8.11\)) was significantly lower than that for all remaining time blocks (all significant p’s < .05), none of which were significantly different from one another. The means (with standard deviations in parentheses) for minutes two–five were 33.79 (9.69), 33 (11.95), 33.63 (10.85), and 33.5 (11.31), respectively.

**Discussion**

Sensory feedback during nonreinforced trials significantly increased response rate in extinction as expected. For participants receiving sensory feedback, it is possible that the appearance of shields after a hit increased persistence in extinction by acting as a substitute reinforcer. Though the saucer did not blow up and participants were therefore not “reinforced” on trials with the shields, the presence of the shield may have acknowledged a successful hit and consequently reinforced a relatively high rate of responding. These results support the idea that even in the absence of direct reinforcers, visual aspects of video games such as the presence of detailed graphics contribute to gaming persistence. The Entertainment Software Association (2017), for example, reports that 67% of gamers in the United States rate “Quality of the Graphics” as the most significant factor influencing decisions to purchase video games. Graphic elements in games have also been postulated to contribute to problem gaming behavior (King et al., 2010a). The current findings provide empirical evidence for the relationship between graphic elements and persistent gaming behavior. Future research should investigate the degree to which the quality of graphics differentially reinforces game play and should further explore the mechanisms behind this relationship.

It is worth mentioning that the effect of sensory feedback may be more significant than was found in the current study. As briefly noted in the Methods section, the groups that did not receive sensory feedback in the form of shields (the “–SF” groups) still observed a small, consistent movement of the saucer when contacted by the missile on non-reinforced trials. This effect was first observed by the researchers during data collection and was unintentional. Even a minute movement of the saucer coinciding with missile contact is problematic on nonreinforced trials because, much like the “shields” effect, the saucer movement acknowledges missile contact and could act as a reinforcement substitute, albeit smaller in magnitude. Though our data still yielded significant results, correcting this small error in the program may produce a more robust effect and should be considered in future data collection.

The effect of reinforcement schedule on persistence in extinction only approached significance, a result that was inconsistent with our original hypothesis as well as the literature (Chumbley & Griffiths, 2006; Ferster & Skinner, 1957; King et al., 2010a, 2010b; King & Delfabbro, 2009). While our data did not display a statistically significant relationship between reinforcement schedule and response rate in extinction, we suspect that further data collection would yield significant results for a few reasons. First, the partial reinforcement extinction effect is a well-established learning phenomenon (Chumbley & Griffiths, 2006; Ferster & Skinner, 1957; King et al., 2010a, 2010b; King & Delfabbro, 2009). In addition, the prevalence of partial schedules of reinforcement in popular video games has long been thought to contribute to persistence of play in gamers (Hopson, 2001; King & Delfabbro, 2009; Yee, 2006). As such, it is reasonable to expect a relationship between partial reinforcement schedules and increased persistence in extinction in a virtual gaming environment.
environment. The lack of significant results observed in the current study is likely due to an insufficient sample size to achieve appropriate power. Due to time constraints and lack of volunteers, the sample size of the current study was relatively small and achieved only a 15% power to detect a small effect (f = 0.2). For these reasons, we hypothesize that future data collection to increase the sample size would produce a significant main effect of reinforcement schedule on response rate in extinction.

While a significant main effect of time block in extinction may not have been surprising generally, the results of the follow-up analyses were somewhat unexpected. Typically, regardless of reinforcement schedules or visual elements, response rates decline in extinction given sufficient time. In fact, rate decrement is a characteristic feature of the extinction of a response (Ferster & Skinner, 1957). However, our data indicate that response rates for the first minute of extinction were significantly lower than the rates in subsequent one-minute time blocks across all groups. One might speculate, therefore, that a period of five minutes may not have been sufficient time to truly elicit extinction behavior. Increased response rate appeared to be most salient for the PR/+SF group (Figure 2); although the three-factor interaction of sensory feedback, reinforcement schedule, and time block was insignificant, this group received both partial reinforcement and shield factors, both tending to promote resistance to extinction. Increasing response rates in the PR/+SF group possibly skewed the mean response rates for the whole group in later time blocks and further supports the idea that the five-minute extinction phase was not long enough to truly extinguish responding particularly in participants receiving partial reinforcement and sensory feedback. Given that the response rate failed to decline significantly as is characteristic of extinction, future research should extend the extinction phase.

Finally, generalizability of this study is limited by the experimental environment in which it was conducted. As previously mentioned, one of the major barriers to experimental examination of persistent gaming behaviors is the challenge of creating an experimental environment similar to the true gaming environment (Wood et al., 2004). Although the current study aimed to create a valid gaming environment, multiple factors unique to an experimental setting likely influenced participant behavior throughout the experiment. For example, perceived social pressures experienced by the participants during the session may have influenced responding during extinction. The researchers conducting the experiments remained in the testing room throughout the session. Though seated quietly in the back of the room to observe gaming behaviors, researchers reported receiving inquiries as participants entered the extinction phase, including “Is this what I’m supposed to be doing?” and “Is the game broken?” The researchers provided as little feedback as possible, however participants may have felt as if they were expected to continue firing missiles at the saucers because they were being observed or because they felt compelled to complete the experimental session (although they were ensured prior to study initiation that completion was not necessary). Future research in experimental settings should exclude the researcher from the testing room during the session and ensure participants that their behavior is not being recorded. Furthermore, the same gaming program could reasonably be administered in a remote environment that would replicate participants’ preferred, real-world gaming environment. Further investigations should explore the possibility of remote administration of the shooter game to improve external validity.

The current study adds to the body of empirical data demonstrating that features intrinsic to the video game environment promote persistence of game play. These findings have important implications for the understanding and management of problem gaming behaviors and can help to inform ethical video game design and prevention of problematic play. Furthermore, methods used in this study can inform future investigations and help to address previous difficulties in studying video game behaviors experimentally (Wood et al., 2004) via remote administration emphasizing a realistic, externally valid gaming environment.

Outside of the context of video gaming, the current study emphasizes the more general role of reinforcement schedules and sensory feedback on preferred human activities. These results reinforce the idea that features inherent to the activities chosen motivate human behavior at least to some degree. This information is widely applicable for understanding and supporting current theories of human behavioral persistence despite lack of reinforcement, including gambling addiction and other compulsive behaviors.
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NEGATIVE AND POSITIVE IMPLICATIONS OF CO-PARENTING AFTER DIVORCE
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Abstract – Although previous research has extensively explored the negative aspects divorce has on children’s well-being, few studies have examined the psychological influences of co-parenting for both children and parents. After a divorce, co-parenting is the reciprocal process in which both parents influence their children’s education, childrearing, and life planning (Diogo et al., 2016). This review paper discusses the controversies behind the positive and negative implications of co-parenting for children and parents. For the negative implications, issues arise regarding violence between co-parents, mental health of children, and court disputes. For the positive implications, co-parenting can facilitate forgiveness and cooperation, promote children’s psychological well-being, and diminish conflict exposure for children.

In 2019, 45 states reported to the National Vital Statistics System a total of 782,038 divorces that occurred within the United States (Centers for Disease Control and Prevention [CDC], 2020). According to the CDC, for every 1,000 people, there are 6.1 marriages and 2.7 divorces in the United States. While divorce is quite common, the question is whether or not to co-parent if children are involved in the family. There are several negative and positive viewpoints on whether co-parenting is beneficial to the child and the parents involved. According to Diogo et al. (2016), co-parenting is defined by “the reciprocal and conjoint involvement of both parents in education, childrearing, and planning of children’s life decisions” (p. 717). This paper will discuss the positive and negative implications of co-parenting after divorce. The document will first examine the negative implications that can come from co-parenting which involve the continued violence or discord that can be present after a divorce between parents (Hardesty et al., 2016; Hardesty et al., 2017). In addition, negative implications for children will also be discussed (O’Hara et al., 2019; Parry et al., 2020; Wolchik et al., 2013), as well as issues regarding custody (Donner, 2006; Sbarra & Emery, 2005). This paper will then discuss the positive influence that co-parenting can have on the children and adults involved. The aspect of how forgiveness and cooperation between co-parents positively influences the child will be discussed (Yáñez-Yaben et al., 2016). While there are negative mental health aspects that are discussed, there are also plenty of positive psychological and behavioral implications (Diogo et al., 2016; Feinberg et al., 2010). Finally, the idea of lower levels of conflict due to cooperative co-parenting will also be examined (Diogo et al., 2016).

Negative Implications of Co-Parenting

Premise

When two people get married, they seldom go into the marriage with the intent to get divorced. Divorce can be very draining on a person physically, mentally, and financially (Hardesty et al., 2016; Hardesty et al., 2017; Murray et al., 2016; Wolchik et al., 2013). Now add a child into the situation and it can become even more complicated. Families try to keep that aspect of normalcy by engaging in co-parenting. Many unforeseen challenges can come from co-parenting that may negatively affect the child and the relationship between the co-parents. There are reasons why co-parenting can negatively influence everyone involved including continued violence and disputes among the co-parents (Hardesty et al., 2016), negative mental health and behavior implications on the child (Wolchik et al., 2013), and ongoing custody disputes that can put strain on all involved (Donner, 2006).
Violence Between Co-Parents

Divorces occur for several reasons ranging from infidelity to different abuse that can occur. Marital violence is a big issue that often goes without being talked about due to those enduring the violence being fearful of judgment from friends, family, and society (Murray et al., 2016). After a couple has divorced, however, there can still be discord and violence that occurs in co-parenting. This not only affects the parents, but also the children. Intimate partner violence (IPV) is something that is still common even after a divorce, especially in divorces that have high amount of conflict already (Hardesty et al., 2016; Hardesty et al., 2017). Those who experienced IPV during the marriage also reported continued harassment even after the divorce when trying to co-parent (Murray et al., 2016). Often, nonphysical abuse, such as harassment, emotional abuse, and verbal abuse, was what one parent would endure after divorce due to a lack of physical access because the co-parents were no longer in physical proximity of each other (Hardesty et al., 2017). Specifically, mothers would report that there were higher levels of co-parenting conflict, higher levels of harassment after a divorce while co-parenting, lower levels of co-parenting support, and lower levels of communication about child rearing with the opposite parent (Hardesty et al., 2016; Hardesty et al., 2017). There is often conflict and discord among the parents. Sometimes this conflict and discord manifests in the child’s surrounding, poor cooperation between parents, disengagement over childrearing issues, lack of involvement on parenting the child, and increased child-parent conflict (Bornvalova et al., 2013; Parry et al., 2020). When parents of a child engage in some sort of discord or violence, this often has a lasting influence on a child’s mental health and behavior. Children who are exposed to violence between co-parents are also at an increased risk of emotion dysregulation, externalizing and aggressive behavior, and internalizing behavior (Murray et al., 2016). Externalizing behavior can be classified as problems manifesting as negative outward behavior and can include delinquency, temper tantrums, physical aggression, etc. Internalizing behavior can be classified as problems manifesting as negative psychological and emotional states and can include depression, anxiety, etc. Along with these increased risks for negative behavior, the child can also perceive discord between parents as the parents being unable to communicate and support the child in a way that fulfills the child’s basic need of belonging and security (Parry et al., 2020).

Mental Health Implications on the Child

People commonly think about co-parenting as a good thing for a child because their parents are still working together, yet there can be a lot of negative mental health and behavioral consequences that could arise (Parry et al., 2020; Wolchik et al., 2013). After a divorce occurs, it is common for things to go well for the family and people start to get along. However, as time passes the relationships change and it can lead to different problems as the child grows up in terms of the child potentially facing mental health problems, substance use, onset of sexual activity, and even physical health problems (Wolchik et al., 2013). Some of the factors that can influence whether or not a child may develop any mental health problems, such as anxiety and depression, involve examining the conflict between the parents, the number of nights the child spends at each place, the quality of time spent with each parent, the parent’s coping strategies, and the child’s coping strategies (O’Hara et al., 2019; Parry et al., 2020; Wolchik et al., 2013). Quality time being spent with parents includes positive interactions between the parent and child that instills a sense of support, connection, and so much more. If this is lacking, children could be at risk for developing mental health problems that they are unable to handle (O’Hara et al., 2019; Parry et al., 2020; Wolchik et al., 2013). One of the big things that is important for children to understand and master are coping mechanisms. Many children are unable to cope with difficult situations right away due to not having the tools to properly process adverse experiences, which can lead to varying negative mental health implications for the child, such as anxiety, depression, and other mental disorders. Divorce and co-parenting can also have negative behavioral consequences for the child involved. There are many negative externalizing behaviors experienced by the child that can be attributed to divorce, lack of control, and evolving parenting instruction. Some of the most common negative behaviors that are associated with divorce are substance use (e.g., alcohol, nicotine, and drugs), temper tantrums, destroying things, lying, stealing, and different sexual actions (Parry et al., 2020; Wolchik et al., 2013). Often, these behavioral and mental health problems occur after overnight visits with each parent, especially if there were any conflicts between child and parent (O’Hara et al., 2019). Since children have a harder time coping with different situations, emotions are often shown through actions (O’Hara et al., 2019). It is very important for parents to recognize different changes within their children, because often there are lasting implications that could carry over into adulthood and manifest in their child’s relationships.
Court Disputes

After a divorce, a custody battle of the child takes place. Though only one custody battle takes place the majority of the time, sometimes multiple battles take place if the parents choose to refile for custody or if a substantial change in circumstances occurs after the initial decision is made regarding custody. Even if the family decides to co-parent, often there will be some sort of court or custody dispute that will still occur. Co-parenting can cause those negative implications if one of the parental figures ultimately wants to gain custody over the child. Many of the conflicts involved in co-parenting surround the child custody battle that usually ensues (Donner, 2006; Sbarra & Emery, 2005; Sbarra & Emery, 2008). During child custody disputes, different feelings often arise, and the dispute becomes less about the child and their well-being, and more about expressing their anger and aggression toward the opposite parent which ultimately hurts the child (Donner, 2006; Sbarra & Emery, 2005). Another reason why custody battles tend to take place is due to the parent’s own need to “win” and can often be used after a divorce as a way to emotionally contest the ending of a marriage (Donner, 2006; Sbarra & Emery, 2008). Custody battles tend to become difficult and there can be negative implications that come from it that affect both the child and the parents if a decision is made that does not best benefit the child (Donner, 2006). If a family is trying to co-parent, it is important to not look at it as an opportunity to fight for custody, but to look at what is best for the child’s well-being.

Conclusion

Co-parenting sounds like it would be a good way to keep the relationship between child and parents intact, but it is important to understand that there are also plenty of negative consequences that can come from engaging in co-parenting. Often divorces occur due to some sort of marital discord, but that conflict also tends to continue after a divorce and into the co-parenting relationship. There tends to be frequent conflicts between the parents whether, it is due to communication issues, differing opinion on treatment of the child, or even physical violence (Bornovalova et al., 2013; Parry et al., 2020). This can influence the child in more ways than one. Mental health and behavior issues are very important consequences that can come from divorce and the co-parenting relationships. Since children do not have very good coping mechanisms, problems will often arise in their mental health. Some of the main issues that may arise include internalizing factors, which include depression and anxiety. There are also externalizing behaviors that often occur such as temper tantrums, substance abuse, or different sexual activities (Wolchik et al., 2013). These problems can even follow the child into adulthood. The final negative implication of divorce and co-parenting is regarding different custody battles that may ensue. While it may start out with both parents being supportive of each other, often one of the parents will try to gain full custody, which causes issues between the parents and the children (Sbarra & Emery, 2005). It is very important to understand the negative consequences of co-parenting when deciding what is best for the child, parents, and relationships after a divorce.

Positive Implications of Co-Parenting

Premise

Co-parenting has significantly increased in recent years. It is important to note that the way a child is impacted by co-parenting is circumstantial. Some children are negatively impacted by the way that their parents co-parent. However, many laypersons don’t realize the numerous benefits co-parenting has for children, especially those who have parents that work better apart. Forgiveness between co-parents has significant benefits for the children involved (Yárnoz-Yaben et al., 2016). Co-parenting also fosters a cooperative atmosphere where parents promote positive parenting and involvement for both parties (Diogo et al., 2016; Feinberg et al., 2010; Yárnoz-Yaben et al., 2016). Co-parenting can positively impact children psychologically and behaviorally, through internalizing and externalizing behaviors (Diogo et al., 2016; Feinberg et al., 2010). Children, whose parents separated due to discord, experience less conflict at home by witnessing less discord between co-parents due to physical proximity (Diogo et al., 2016). When co-parents are able to cooperate and have agreement in making decisions for their children, their children see more benefits than children whose parents don’t agree.

Forgiveness and Cooperation

Forgiveness is a process that requires the passage of time in order to allow both partners’ emotions to cool and the memory of the transgression to fade (Yárnoz-Yaben et al., 2016). Forgiveness is often a process that co-parents must go through to best benefit their relationship between their child and the other co-parent. When parents experience a substantial amount of relational and marital discord, but continue to remain in the relationship, the home environment can become pretty hostile for the child. However, parents who choose to separate due to this discord, could be opening themselves up to forgiveness and closing themselves to rumination. Children will get the most out of their parent-child relationship when co-parents learn to forgive one another. The reappraisal of potentially painful and
stressful experiences through forgiveness is an opportunity for the co-parents to improve, grow, and render life meaningful and is associated with less depression, more positive emotions and relationships, self-esteem, optimism, and overall well-being (Yárnoz-Yaben et al., 2016).

When co-parents forgive each other for past transgressions, they are more likely to cooperate with one another when it comes to making decisions directly impacting their children (Yárnoz-Yaben et al., 2016). It is important to note that separation or divorce is more about dissolving the couple, not the family. Forgiveness helps divorced parents share their parental responsibilities and take care of their children after divorce (Yárnoz-Yaben et al., 2016). Cooperation between co-parents is one of the biggest factors that contributes the most to the children’s harmonious development, even after the divorce or separation has occurred (Yárnoz-Yaben et al., 2016). Cooperation for childrearing has been found to be beneficial for children because parents are able to still uphold consistent set of rules and expectations (Yárnoz-Yaben et al., 2016). Even though the co-parents are separated or divorced, they are still able to keep a united front this way. Parents who are supportive of one another and agree on child-rearing tasks are actually more likely to model and assist children in emotion regulation, which is important for exploration and learning in social contexts (Cabrera et al., 2012). Buchanan and colleagues (1991) have found that adolescents whose parents were actively cooperating were less likely to feel “caught in the middle,” mediate between parents, less likely to manifest negative adjustment outcomes, and less likely to experience loyalty dilemmas.

Co-parents who were able to forgive post-divorce was positively associated with trust and acceptance of the divorce (Kluwer et al., 2020). This suggests that co-parents were more likely to forgive and trust the other co-parent following acceptance of divorce. Following the results of their study, Kluwer et al. (2020) suggest that accepting the divorce is an important ingredient of post-divorce interventions. Co-parents who willingly chose to participate in intervention programs regarding forgiveness and cooperation to avoid putting their child in the middle of disputes between co-parents, were also more likely to forgive post-divorce (Kluwer et al., 2020).

**Children’s Psychological and Behavioral Benefits**

When co-parents are able to cooperate and effectively communicate with one another, children are more likely to experience psychological and behavioral benefits. Some intervention programs that teach co-parents how to best serve their children have provided multiple indirect benefits to children. Feinberg et al. (2010) introduces Family Foundations, a transition to parenthood program for couples that focuses on the co-parenting relationship as a point of entry and has been shown to have a positive impact on families with an infant at 6 and 12 months after birth. Parents that participated in this study reported on their own behavior and the behavior of their children aged 6 and 12 months old. Children whose parents enrolled in this program demonstrated better social competency and boys evidenced lower levels of internalizing and externalizing problems (Feinberg et al., 2010). This could be due to the fact that parents of these infants in this program reported less harsh, physical, and overreactive parenting than control parents, while also simultaneously reporting less lax, permissive parenting (Feinberg et al., 2010). Competency, internalization, and externalization was measured by a mail-in questionnaire regarding the child’s behavior completed by the mother of the child. An in-home visit also occurred when the children were 12 months old and another visit at 36 months old by a researcher to observe behavior of the child and parents (Feinberg et al., 2010). Diogo and colleagues (2016) also found that children of cooperative co-parents reported lower overall externalizing and internalizing problems. Programs like Family Foundations could help indirectly improve children’s psychological and behavioral functioning by directly improving co-parent relationships.

Children with co-parents who are cooperative can experience a multitude of benefits, such as social competency, emotion regulation, and positive behavior (Cabrera et al., 2012; Diogo et al., 2016; Feinberg et al., 2010). Adolescents with cooperative parents significantly reported lower levels of behavior problems than did adolescents with undermining and high conflict co-parents (Diogo et al., 2016; Feinberg et al., 2010). Co-parents who communicate about their child on a regular basis and share in making decisions regarding children’s health, nutrition, or childcare may signal to their children parental harmony and a working relationship, which can result in children having feelings of security and competence. Children feeling a sense of security and competence can positively affect their learning behavior (Cabrera et al., 2012). What many laypersons do not realize is how home life and relationships between parents can greatly affect school performance for their children. Cabrera and other researchers (2012) conducted a study where parent interviews and child assessments were taken at the 9-month, 24-month, and 48-month marks within the study. This sample included parents and their children aged from infancy to
kindergarten. Parents were asked to report their child’s behavior regarding social, literacy, and math skills. According to Cabrera et al. (2012), mothers who reported talking frequently with their partners about their children had children who scored higher on school readiness skills. They also found that higher reports of co-parenting communication at the 24-month mark was related to their children scoring higher math scores, higher literacy scores, and better social skills than at the 9-month mark.

**Less Conflict Exposure**

Children whose parents get along better apart than together, can experience the benefit of less conflict exposure. A home environment where parents consistently do not get along is a very hostile and unstable environment for children to grow. Acrimonious parental interactions and disagreements about childrearing can be detrimental to young children’s development (Cabrera et al., 2012). Children whose parents just do not get along when in a relationship, but can cooperatively co-parent from afar, reap the benefits of having a more stable home environment. Effective co-parenting relationships between ex-spouses may be favorable for children’s psychological adjustment, since they reduce children’s exposure to conflict, increase parents’ cooperation in childrearing, promote positive parenting and involvement of the nonresidential parent, and contribute to positive parental psychological adjustment (Diogo et al., 2016). It is important to note that reduced conflict exposure is circumstantial. Children benefit more from less conflict exposure when parents put behind them past transgressions, effectively communicate, and cooperate compared to children whose parents still openly have conflict with one another. When contrasted with high conflict co-parent and undermining co-parent groups, cooperative co-parents reported significantly higher levels of post-divorce family functioning and low levels of both types of co-parenting conflict, overt (conflict exposure to the child) and covert (undermining the co-parent) (Diogo et al., 2016). As discussed in the section highlighting negative implications of co-parenting, intimate partner violence (IPV) can still occur after a divorce, the children in the family are not as exposed to the abuse between the parents due to the separation of the parents. Though it is not an ideal situation, whether or not the parents are together or apart, the child is still less exposed to the abuse and the separation gives the co-parents a chance to start working separately on their own negative behavior in order to benefit the child. As stated previously, it is important to note that reduced conflict exposure is circumstantial due to the risk of abuse still being present. However, having co-parents that do not openly and consistently have conflict with one another improves child development (Diogo et al., 2016).

**Conclusion**

In conclusion, there can be a lot of benefits that children experience when parents decide to co-parent. When children have cooperative co-parents, they can experience more benefits than just having two birthday cakes and Christmases. They can experience better school performance including better social competency, math skills, literacy skills, etc. when their parents take the initiative to become cooperative parents (Cabrera et al., 2012; Feinberg et al., 2010). Children of co-parents can experience emotional stability, less conflict exposure, modeling of forgiveness and effective communication, and emotional regulation as a result of cooperative co-parenting as well. Instilling intervention programs, similar to Family Foundations, could help co-parents find a way to be cooperative ones, so children of co-parents can all experience these benefits (Feinberg et al., 2010). The positive shaping of the child’s life should be the most important part of parenting regardless if the parents are together or apart. Though the children’s parents may be apart, they are still very much a part of their child’s lives. Co-parenting is not the end of a family, it’s just an adjustment of one.

**Discussion**

As discussed throughout this paper, there are many positive implications that can come from co-parenting after a divorce. Benefits of co-parenting include higher levels of cooperation and forgiveness among parents after a divorce (Yárnoz-Yaben et al., 2016), positive psychological and behavioral health among the children involved in co-parenting, and less conflict between families that use cooperative co-parenting (Diogo et al., 2016). However, there are also plenty of negative implications to look at before deciding to co-parent including high levels of conflict and discord among the parents after a divorce (Hardesty et al., 2017), negative mental health and behaviors that can come out of co-parenting due to lower levels of coping skills (O’Hara et al., 2019), and the possibility of different custody disputes that often take place after a divorce (Donner, 2006; Sbarra & Emery, 2005). The research at hand shows the negative and positive impact that can come from co-parenting after divorce. When a family is deciding to get divorced, it is important for the family to understand both the benefits and negative implications that can come from co-parenting. When considering whether or not to co-parent, it is important to make sure that the child’s well-being is the main focus in whatever decision is being made.
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